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1. Introduction
IVAS Usage Scenarios (IVAS-9) [1] provided immersive usage scenarios. In the scenario that contains object signal, the object can change its orientation when speaking, like the speaker in VR conference or immersive remote class [2]. Suppose the orientation of the speaker changes in the video, but the sound does not convert with it. In that case, the inconsistency of audio-visual information will reduce the immersive experience. When a sound source changes its orientation, and the acquisition device cannot record the binaural signals, a suitable method is needed to render the orientation of the audio source. 
The intent of this document is to propose an audio source orientation rendering solution for the object-based audio system and recommend to add relevant information used for audio source orientation rendering into metadata for object audio.
In reality, when the source (i.e. audio object) rotates and changes its orientation, the received signal by the listener will be changed in two ways:
· direct sound ray will attenuate due to the different orientation
· reflected sound rays will cause a change in the interaural time difference (ITD) and interaural level difference (ILD) between the listener's ears
The attenuation of direct sound ray could be simulated by the sound cone model. However, the change of ITD and ILD caused by reflected sound rays when the audio object rotates should also be considered. Only using the sound cone model to process the direct sound would make the listener feel that the sound source is moving away or closer, rather than whether it is coming towards or backwards.

2. [bookmark: _Hlk117790453][bookmark: _Hlk117793956][bookmark: _Hlk118104359]Proposed source orientation rendering solution
This source orientation rendering solution is suited for scenarios where users use headphones for communication. 
As described in the Introduction section, reflected sound rays will cause a change in ITD and ILD. When the sound source rotates, the listener can feel a volume change and the difference between binaural signals. Thus, the basic idea of this proposed solution is using the theory of image source method and sound cone model to process the direct sound and early reflected sound. In this proposed solution, the image source method is used to calculate the positions of images and get the delayed HRIR after the wall absorption. It should be noticed that calculating and processing all the reflected rays costs too much in real-time communication. First- or second-order reflections are enough to give a good sense of orientation. This proposed solution suggests calculating first- or second-order reflections. Other reflections could be processed in the reverb function. The sound cone model is used to assign different gains for each reflected sound ray based on source orientation and the source and listener positions. 
The sound cone model describes the loudness of the oriented sound. Sound cones are made up of an inner cone and an outer cone. The outer cone angle is usually greater than the inner cone angle. The sound source will radiate sound rays in all directions and the volume of the sound ray in the direction of orientation is loudest. When a sound ray is between the inner and outer cones, the volume of this sound ray is decreased based on the angle between the radiated sound ray and the source orientation.
Figure 1 is a plane example to show the benefits of the image source method with the sound cone model. In this figure, there are three sound rays would be detected by the original listener. The V-shaped diagram shows the current orientation. The gradient ring represents the sound cone. Based on the sound cone, Ref_ray1 has lower energy than Ref_ray2, which means the left side of the listener will have a relatively large reflection sound. Therefore, the image source method with the sound cone model doesn't just change the volume when the orientation changes, but also could give a difference between binaural signals, which can better simulate the source orientation.
[image: ]
Figure 1 A plane example to show the benefits
2.1 Required metadata
The metadata needed for object-based audio source orientation rendering includes the positions of the listener and source, the orientation of the listener and source, and room parameters. Details of metadata are shown in table 1. The position and orientation parameters in the metadata are variable and need a real-time transmission.
Table 1 Metadata for object-based audio source orientation rendering
	Position
(cartesian coordinates)
	Orientation
(degree)
	Room parameter
(cartesian coordinates)

	Source (x,y,z)
	Source(azimuth, elevation)
	Room dimensions(x,y,z)

	Listener (x,y,z)
	Listener(azimuth, elevation)
	Reflection coefficients



2.2 Details of proposed source orientation rendering method
The overview of the proposed method is shown in figure 2. The input data contain audio object signals and corresponding metadata. The output is rendered binaural signals. Other reflection (i.e., reverb) is optional and can be handled in other way if needed.
[image: ]
Figure 2 The overview of the proposed method
At first, the positions of the image source and image listener will be calculated. The connection between the original listener and each image source can form a reflected sound ray (just like figure 1 shows). Then, image positions and metadata are used to get the gain and delay of each reflected ray. The gain contains orientation loss, reflection loss, and distance loss. The distance loss of each ray is based on the distance between the original listener and each image source. The reflection loss is based on the reflection coefficients in the metadata. The orientation loss is obtained based on the sound cone and the angle of emergence (AOE) of the reflected ray relative to the source orientation. The calculation of orientation gain  is as follows,


where  is the position vector of image listener position,  is the position vector of the original source,  is the orientation of original source.  means the function to calculate the angle of two vectors. and  are the angle of inner cone and outer cone,  is a fixed gain when the sound ray is out of the outer cone. Between the inner and outer cones, the change of  is linear.
Finally, the HRIR of each ray is chosen from HRIR database based on the angle of incidence (AOI) of listener relative to the listener orientation,

where  is projection operation under new coordinate system based on the head orientation.  is the vector of image source position,  is the vector of original listener,  is the orientation of original listener.  means the azimuth angle of the received reflected sound relative to the direction of the listener,  means the elevation angle of the received reflected sound relative to the direction of the listener. and  are using to find the corresponding HRIR.
The gain and delay are used to process the corresponding HRIR. The HRIR of each ray  can be calculated as follows,

where  is the delay for the corresponding reflected sound ray,  is the HRIR chosen form database based on  and . The output signal can be calculated as follows,

where  is the input audio object signal,  is the number of sound rays, and  is the number of the audio object.  means the convolution operation.
In addition, BRIR contains reflection information, but using BRIR to render source orientation without the proposed method is difficult. First, the BRIR is built without recording the room impact response of the sound source at different orientations. If recording the BRIR contains different source orientations, the data will explode. Second, the room dimensions and positions are fixed when recording BRIR. However, the proposed method also could use BRIR data to replace HRIR. When using BRIR, the calculation of the delay  and the reflection gain  can be removed, because BRIR already contains this information. The advantage is that the amount of computation can be reduced.
2.3 Feasibility
[bookmark: _Hlk117795694]Acquisition of metadata: the room dimensions, original positions, and orientations could be Initialized by the teacher or the chair. The subsequent positions and orientations can be measured based on the video information, headphone with gyroscope, ultrasound, or other possible methods. Reflection coefficients can be predefined as several types.
Sound cone parameter: ,  and  are fixed values that could be measured in an anechoic chamber. The measurement is approximated because each audio source’s sound cone is different.
Estimated bitrate: after communication is established, room parameters would not change generally. Our proposed solution only needs two positions and two angle of audio source orientation (contains azimuth and elevation). For a rough estimate, the position is uniformly quantized to an accuracy of 0.05m, source orientation is uniformly quantized to an accuracy of 5 degrees, room dimensions are (5, 5, 3), the raw data bitrate is 1.45 kbps/per object (50 frames in one second). The calculation of added bitrate of one frame is as follows,

[bookmark: _Hlk117797302]


where  is the function to round up the value,  means the quantization bit,  is the accuracy of quantization, and  is the frame number in one second.  and  represent the quantization bit of azimuth angle and elevation angle of audio source orientation. In this calculation, the orientation of the listener is considered to be available from a local measurement and no transmission is required.
3. Demonstration
According to this method, an experiment was made as follows: white noise and male voice are used as audio source. Some demo files are described in the following table, others can be understood according to the file name and this table. In all the demos, the audio source is set in front of listener, the room dimension is (5, 5, 3), listener’s position is (2, 2.5, 1.5), source’s position is (4, 2.5, 1.5). Inner cone angle is 40 degrees, outer cone angle is 300 degrees,  is 0.4.  The accuracy of the orientation angle is 5 degree.
The comparison of listening experience: white_proposed_order1_circle.wav and white_onlySoundCone_ circle.wav. The audio source position of these two files is both in front of the listener. The audio source orientation is initially facing the listener, then turn around at a same position. In white_onlySoundCone_ circle.wav, listener only can feel a change of volume, it's hard to tell if the orientation of the sound source is changing. In white_proposed_order1_circle.wav, listener can feel a change of volume and feel a difference between two ears’ signal. Compared with the recording file record_circle_whitenoise.wav, listener would find that white_proposed_order1_circle.wav is better to reproduce the orientation of audio source.
Table 2 The describe of some demo files
	[bookmark: _Hlk118809094]File name
	type
	Reflect order
	Source orientation

	xinlin_proposed_order1_circle.wav
	male voice
	1
	[bookmark: _Hlk118810214]The audio source position is in front of the listener, the audio source orientation is initially facing the listener, then turn around at a same position. 
Using proposed method to process the direct sound and reflect sound.

	xinlin_onlySoundCone_circle.wav
	male voice
	-
	The audio source position is in front of the listener, the audio source orientation is initially facing the listener, then turn around at a same position. 
Only using sound cone model to process the audio signal.

	white_proposed_order1_circle.wav
	white noise
	1
	Same as file xinlin_proposed_order1_circle.wav

	white_onlySoundCone_circle.wav
	white noise
	-
	Same as file xinlin_onlySoundCone_circle.wav

	record_circle_noreverb_whitenoise.wav
	white noise
	-
	This is a recording file in the anechoic chamber to see the change of direct sound when orientation changes. The audio source position is in front of the listener, the audio source orientation is initially facing the listener, then turn around at a same position.

	record_circle_whitenoise.wav
	white noise
	-
	This is a recording file in a conference room that contains the reverberation. The audio source position is in front of the listener, the audio source orientation is initially facing the listener, then turn around at a same position.

	xinlin_ proposed_order1_0.wav
	male voice
	1
	The audio source position is in front of the listener, the audio source orientation is facing the listener. Using proposed method to process the direct sound and reflect sound.

	xinlin_ proposed_order1_45.wav
	male voice
	1
	The audio source position is in front of the listener. Compared with facing the listener, the orientation turns 45 degrees to the left. Using proposed method to process the direct sound and reflect sound.

	xinlin_ proposed_order1_180.wav
	male voice
	1
	The audio source position is in front of the listener, the audio source orientation is backing to listener. Using proposed method to process the direct sound and reflect sound.

	xinlin_proposed_order1_circle_addreverb.wav
	male voice
	1
	The audio source position is in front of the listener, the audio source orientation is initially facing the listener, then turn around at a same position. Using proposed method to process the direct sound and reflect sound, and adding reverb.





4. Conclusion
The rendering of audio source orientation is a useful component for binaural rendering. It helps to enhance the experience in immersive virtual meetings. Only using the sound cone model to change the gain of the audio object would misguide the user to perceive the source orientation as a change of distance. The proposed method uses the image source method with the sound cone model to process the direct sound and early reflected sound, and brings a variable ITD and ILD with orientation which is beneficial to simulate the hearing sensation better when the sound source orientation changes.
Besides, the orientation of the audio source is necessary for the audio source orientation rendering. The orientation information contains azimuth angle and elevation angle. The details are shown in Table 3. In future work, the bitrate of the orientation can be further reduced. Thus, it is recommended to add the orientation information of the audio source as metadata in IVAS-design constraints S4aA220016[3] [Annex C: Object Metadata Definition].
	Field
	Bits
	Description

	Azimuth angle of source orientation
	7
	The orientation angle of audio source. 
Azimuth representation at about 5-degree accuracy.
Range of value: [0, 360]
Values stored as 7-bit unsigned integers.

	Elevation angle of source orientation
	6
	The orientation angle of audio source.
Elevation representation at about 5-degree accuracy.
Range of value: [0, 180]
Values stored as 6-bit unsigned integers.
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