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1. [bookmark: _Toc504713888]Introduction
In the “a rapporteur’s call on XR Client architecture” (12 October 2022, 16:30 - 17:30) we agreed to create a generic XR client architecture as outcome of our 3GPP SA4#121 meeting. This generic XR client architecture can be seen as an imported core component for many ongoing RL18 work items. In this contribution we like to summarize main requirements (many already discussed in previous study items) from KPNs perspective as an operator. To outline these requirements in a good way we describe five cases in the following:
Case 1 – Video – KPN is primarily a network provider. Thus, the rollout of fiber and 5G is the main part of our business. However, as Video services nowadays take up a big bulk of the network traffic crossing the KPN networks optimizing video delivery over the KPN network is also important. We believe that this video traffic will remain and most likely be amplified with new immersive XR video services.
Case 2 – Sensors – KPN is a large provider of corporate communication solutions in the Netherlands, offering cloud communication services and offering and reselling third party solutions. KPN is very interested in the role that VR and AR can play in online collaborations and its potential for KPN’s future service portfolio. This however requires new innovative sensor inputs in the mobile devices to ultimately support new immersive communication services.
Case 3 – Green – KPN has a growing ambition in sustainability. KPN is the Green Connection and one of the world’s most sustainable telecom companies [1]. This focusses both on sustainability within KPN’s own operations, on the effect KPN services can have for customers, and of course on improving the energy efficiency of the infrastructure. With the high data rates and high resource demands in mind of new immersive services this remains an ongoing challenge.
Case 4 – Qos/QoE – KPN delivers IPTV services to over 2 million consumers, on TVs, through apps on smartphones/tablets and via web, and is offering content distribution services in the corporate market. XR has the potential to be part of any content / IPTV service offering in the medium to long term, and mobile will play a big role there. In this, optimizing delivery and keeping costs down while offering a stable high QoE/QoS are main points of interest.
Case 5 – Edge – Edge computing is not just simply a big trend but a service where operators like KPN can add value to customers, e.g. through acceleration of time-critical services by delivering ultra-low latencies to optimizing network delivery by smart caching or processing and/or aggregation of data. For immersive services with high resource demands on the UE we consider edge compute as a crucial requirement.
1. Case 1: 360 Video 
Future immersive communication will come in many flavors, some of which will rely on VR technology to guarantee fulfilling experiences for users. VR will create dynamic new worlds which users will be able to immersive themselves in and explore. To do this 360 videos, elements and textures will need to be streamed to end users to create the experiences envisioned. This poses a problem; 360 video that is displayed at centimeters from a user’s eyes needs to have an extremely high resolution, both for quality perception and to enhance immersion. This requires high bandwidth throughput throughout the delivery chain as well as end device decoders that can support high resolution video – something that not all devices may support. At the same time in a 360 streaming scenario most of the content is not viewed – a user can only see a limited range – and therefore streaming everything is not necessary.
The common solution for this (i.e., based on MPEG OMAF) is to divide the 360 video into “tiles” and selecting the tiles that cover the user’s viewport, selective downloading can both guarantee that the user downloads only what they view and that their device can decode the subset of the ultra-high resolution images. This might already be sufficiently covered by the RL17 work on ITT4RT, but these requirements can still be considered relevant for the new generic AR client architecture. 
Requirements
· Streaming of a subset of a 360 video shall be supported
· Devices shall be able to receive content that covers their viewport while meeting their decoder limitations
· Network edges shall support transcoding to viable formats for end users
1. Case 2: Sensor input
The future of immersive communication will rest both on VR and AR, VR for full immersive experiences and AR for experiences where other users can be inserted into reality. Both technologies will require differing amounts of sensorial input from the user’s end device to function properly. AR, in particular, may require real world sensing to be relayed to a rendering engine in the cloud or at a 5G edge so that the correct assets are streamed back to the user. It is expected that information such as lighting, space and other metadata of a user’s end device will be crucial to be relayed back and forth to guarantee high QoE for users and merging of digital and real assets together.
In this sense it is essential that end devices can communicate this information to each other and to other devices between them to assure that interoperability is possible. 
Requirements
· User devices shall be capable of exchanging sensing capabilities
· User devices shall be able to send sensor data (ex. viewing direction, acceleration) to a remote rendering device
· Sensor data may be used to adjust content sent to a user either from an edge node or a server in the cloud
1. Case 3: Green
Modern networks and online communication are built around guaranteeing high quality experiences for users with ultra-high fidelity; this comes at a cost to those operating the systems behind these services. Energy use of networks has grown in the past years, with mobile networks accounting for large parts of energy use. While many operators turn to green energy, the problem of high energy use remains and decreasing it is beneficial to safeguarding communication infrastructure as well as the pockets of operators and consumers alike.
As we move to an increasingly interconnected world, with immersive communication demanding ever more bandwidth and processing, the expectation is that this trend will continue. It is therefore important that when rolling out the next generation of human communication energy, consumption across the delivery chain is considered. Distribution of processing to points in the chain where there is less energy use, reduction of unnecessary processing and temporary shutdown of network features when not in use are all examples of how online communication can diminish its energy footprint. Giving application developers and end users insight into their energy use will be extremely helpful, stimulating both to reduce their footprint, and ultimately also providing interfaces to the network for making more sustainable choices in real-time. At the same time new equipment should be circular and recyclable.
Requirements:
· Infrastructure components should be able to monitor energy use and supply fine-grained access to this information.
· Application access to network components should be able to take sustainability into account.
1. Case 4: QoS / QoE
Media consumptions should be optimized for an end-user’s experience. This experience depends on many factors. A main one was and always will be the bandwidth vs quality optimization. Even though codecs are improving and achieving higher compression, new streaming services such as AR and VR will require higher resolutions and multiple simultaneous streams. This is especially true over mobile networks, where bandwidth availability may fluctuate based on UE coverage, UEs per cell, distance to base station etc.
Furthermore, besides pure video quality, AR and VR services also have other demands for a high quality of experience. Content items need to be placed correctly in the virtual (VR) or physical (AR) space, both in location and orientation, scale, and occlusion. This cannot be achieved with only the media content itself but will require the appropriate metadata for the rendering engines to accomplish this. Also, in shared VR environments and in any AR environment (which is, per definition, shared), synchronization of playout can be essential for end-users to enjoy an experience together. This will also require metadata in the form of usable timestamps and synchronized clocks.
Requirements
· Solutions shall support bandwidth adaptations of incoming and outgoing streams, so to optimize the quality given bandwidth constraints.
· Media streams shall include metadata to support proper rendering of AR and VR content.
· Media playback shall support inter-destination synchronization to support shared / collaborative content consumption.
1. Case 5: Edge Compute
Edge compute delivers capabilities of providing processing and data storage at the edges of the network. Typically, the benefits for edge computing follow from this specific location. This can be in terms of ultra-low latency, where the edge can be reached just a few milliseconds quicker than a more central cloud, which may benefit responsiveness of services. Processing can also be in support of devices, in media terms of both capture devices and rendering devices. For capture, this is mostly about processing content before uploading/upstreaming, reducing the network bandwidth used in the core network while at the same time reducing the processing load on the UEs involved. For rendering, it is mainly about reducing the processing load on the UEs and doing this at the edge may be needed to reduce delays in end user experience, e.g., for AR and VR services, where even very low delays may have a big influence on the end user experience. Finally, edge caches may be used to deliver data more efficiently, creating an overlay multicast infrastructure with the final hops nearby the end user devices. This is obviously beneficial for high-demand content services. Some of such services may be part of an operator portfolio as part of their IPTV service, e.g., live sports broadcasts. At the same time, much popular content is now provided by OTT service providers such as Netflix and Amazon Prime. Even though such providers now typically operate their own caching infrastructure, in terms of network efficiency edge compute may allow for further optimization for such providers as well.
Requirements
· Network edges shall support transcoding/repurposing/repackaging of media streams. 
· This support shall also cater for fast switching of ROIs for 360 streaming.
· Network edges shall support (split) rendering of AR and VR content, to optimize the performance and battery life of the UE.
· Network edges shall support content caching for optimized streaming
· This support shall also cater for third party content platforms.
1. Proposal
The intention of this document is to stimulate discussions on the core requirements for the generic XR Client architecture. Further our final 3GPP architecture should take the requirements proposed into account.
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