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[bookmark: _Toc110933767]4.2	Typical Use Cases
4.2.1	City AR Walk
4.2.1.1 Description
A user wants to explore the historic buildings of a city. The application on users’ AR glasses provides a list of routes. The user selects one route and the application navigates the user on the path. In the user’s glasses, the important historical buildings and sites are marked with high-level augmented information. When the user gets close to a building/site, additional augmented information appears as an overlay on the building in the user’s view through AR glasses. The user can select additional old pictures of the building on the glasses as overlays, plays video and multimedia content that describes various aspects of the building with augmented reality 2-D and 3-D images, graphics and video, its history, historical images, and videos from different periods overlayed on the actual building where the user can do a walk around while looking at the overlays, the overlay graphics that describe the architecture and the structure of the building and how it was made, and important events occurred in the history in and around the building. Furthermore, the user can play old videos or animations overlaying the life and people living in the street the building is located in and walk among them.
An AR glasses may not have the resources to receive, decode and render all the media objects. Furthermore, the user may want to preserve the battery and therefore prefers to see the complex scenes rendered on edge and then a simpler version of the scene is delivered to the AR glasses.  
4.2.1.2 	Split-rendering workflow
Figure 4.2.1.2-1 shows how the workflow is split between the client and the edge network.


Figure 4.2.1.2-1 – The split between the client and edge network
In this figure:
· The AR UE is running a light AR scene application.
· The split-rendering application on edge streams the content from 5G network using 5G media streaming protocols, decode them, partially render the scene, and create a simple AR scene with one or few objects to be delivered with the device.
· M4 and M5 are defined according to the 5GMS architecture.
· M4’ is the low latency media delivery interface between between the split-rendering application and AR UE. It is used for uplink delivery of the pose and other run time information to the split-rendering application.
· M5’ is the control plane interface for media delivery between the split-rendering application as well as for the negotiation between AR-UE and split-rendering application on how to divide the media delivery between them. 
· From 5G networks media AF and AS, the combination of AR-UE and split-rendering application on edge is identical to a AR UE that is fully capable of receiving the complete AR media scenes.

4.2.1.3 	Requirements
The following requirements are identified for this use case:
· Application:
· 2D and 3D assets to be delivered and overlayed in the AR scene.
· The AR application shall support interactivity with the 2D and 3D assets.
· No specific requirement shall be imposed on Application to be run in a split-rendering fashion.
· Split-rendering application on the Edge:
· Depending on the complexity of the scene, the user may opt for split-rendering of the audio-visual media of the scene.  The split-rendering application shall be able to negotiate with the AR UE on the split of the UE media delivery into two parts: the media delivery pipe that run on the device and the split-rendering process run as part of split-rendering application.
· Optional: the split can be renegotiated during the media delivery session.
· The split rendering solution shall support streaming 2D and 3D assests and create simple 2d or 3D objects that are anchored to the real-world environment of the user in real time.
· The delivery protocols support low latency delivery of the media content (50ms pose-to-photon).
· AR UE:
· Depending on the complexity of the scene, the user may opt for split-rendering of the audio-visual media of the scene.  The AR UE shall be able to negotiate with the split-rendering application on Edge on the split of the UE media delivery into two parts: the media delivery pipe that run on the device and the split-rendering process run as part of split-rendering application.
· Optional: the split can be renegotiated during the media delivery session.
· AR UE scene shall be capable of simple AR scene.
· AR UE shall support low latency delivery of the media content (50 msec pose-to-photon).
· AR UE shall support low latency of pose and other information to the split rendering application.
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