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[bookmark: foreword][bookmark: _Toc79678434]Foreword
[bookmark: spectype3]This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).
This Technical Report collects information related to enable “Immersive Teleconferencing and Telepresence for Remote Terminals” (ITT4RT) in 3GPP MTSI. ITT4RT is expected to enable scenarios with two-way audio and one-way immersive video, e.g., a remote single user wearing an HMD participates in a conference will send audio and optionally 2D video (e.g., of a presentation, screen sharing and/or a capture of the user itself) but receives stereo or immersive voice/audio and immersive video captured by an omnidirectional camera in a conference room connected to a fixed network.
This Technical Report serves in addition to the specification in TS 26.114 or TS 26.223 to capture a broader scope of technical solution for ITT4RT. One the one hand this is to present more details while keeping the TS documents lean and on the other hand to serve as a basis for further work.
In the present document, modal verbs have the following meanings:
shall		indicates a mandatory requirement to do something
shall not	indicates an interdiction (prohibition) to do something
The constructions "shall" and "shall not" are confined to the context of normative provisions, and do not appear in Technical Reports.
The constructions "must" and "must not" are not used as substitutes for "shall" and "shall not". Their use is avoided insofar as possible, and they are not used in a normative context except in a direct citation from an external, referenced, non-3GPP document, or so as to maintain continuity of style when extending or modifying the provisions of such a referenced document.
should		indicates a recommendation to do something
should not	indicates a recommendation not to do something
may		indicates permission to do something
need not	indicates permission not to do something
The construction "may not" is ambiguous and is not used in normative elements. The unambiguous constructions "might not" or "shall not" are used instead, depending upon the meaning intended.
can		indicates that something is possible
cannot		indicates that something is impossible
The constructions "can" and "cannot" are not substitutes for "may" and "need not".
will		indicates that something is certain or expected to happen as a result of action taken by an agency the behaviour of which is outside the scope of the present document
will not		indicates that something is certain or expected not to happen as a result of action taken by an agency the behaviour of which is outside the scope of the present document
might	indicates a likelihood that something will happen as a result of action taken by some agency the behaviour of which is outside the scope of the present document
might not	indicates a likelihood that something will not happen as a result of action taken by some agency the behaviour of which is outside the scope of the present document
In addition:
is	(or any other verb in the indicative mood) indicates a statement of fact
is not	(or any other negative verb in the indicative mood) indicates a statement of fact
The constructions "is" and "is not" do not indicate requirements.
[bookmark: introduction][bookmark: scope][bookmark: _Toc79678435]
1	Scope
The present document collects information regarding the “support of Immersive Teleconferencing and Telepresence for Remote Terminals” (ITT4RT) in 3GPP MTSI. The primary scope of the present document is the documentation of the following aspects:
· Core use cases and requirements for ITT4RT
· Architectures for ITT4RT 
· Potential Solutions for ITT4RT not specified in TS 26.114 or TS 26.223
· Example Signalling flows for ITT4RT
· Selected Solutions as pointer to the TS 26.114 or TS 26.223
[bookmark: references][bookmark: _Toc79678436]2	References
The following documents contain provisions which, through reference in this text, constitute provisions of the present document.
-	References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.
-	For a specific reference, subsequent revisions do not apply.
-	For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.
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[bookmark: definitions][bookmark: _Toc79678437]3	Definitions of terms, symbols, and abbreviations
.
[bookmark: _Toc79678438]3.1	Terms
For the purposes of the present document, the terms given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].
example: text used to clarify abstract rules by applying them literally.
[bookmark: _Toc79678439]3.2	Symbols
For the purposes of the present document, the following symbols apply:
<symbol>	<Explanation>

[bookmark: _Toc79678440]3.3	Abbreviations
For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].
<ABBREVIATION>	<Expansion>
ITT4RT				Immersive Teleconferencing and Telepresence for Remote Terminals

[bookmark: _Toc79678441]4	Use Cases
[bookmark: _Toc79678442]4.1	Main ITT4RT Use Case
A group of colleagues is having a meeting in conference room A (see Figure 1). The room consists of a conference table (for physically present participants), a 360-degree camera[footnoteRef:1], and a view screen. Two of their colleagues, Bonnie (B) and Clyde (C) are travelling and join the meeting through a conference call.  [1:  The system supports transmission of full 360 video. However, the use cases may restrict the field of view to enhance user experience.] 

· Participants in conference room A use the screen to display a shared presentation and/or video streams coming from Bonnie and Clyde. 
· Bonnie joins the conference from her home using a Head Mounted Display (HMD) and a camera that captures her video. She has a 360-degree view of the conference room. 
· Clyde joins the conference from the airport using his mobile phone. He also has a 360-degree view of the conference room on his mobile screen and uses his mobile camera for capturing his own video.
Both Bonnie and Clyde can see the screen in the conference room as part of the 360-degree video. They also have the option to bring into focus any of the incoming video streams (a presentation or the other remote participant’s camera feed) using their own display devices. The manner in which this focused stream is displayed is a function of their display device and is not covered in this use case. 
Within the 3GPP MTSI TS 26.114 [1] and Telepresence TS 26.223 [2] specifications, the above use case can be realized in two possible configurations, which are explained below. The participants are referred to as A, B and C from here onwards. 
In the first scenario, shown in Figure 2.1, the call is set up without the support of any media-aware network elements. Both remote participants, B and C, send information about their viewport orientation to A, which in turn sends them a viewport-dependent video stream from the omnidirectional camera. 
 [image: ]
Figure 4.1.1 - 360-degree conference call
In the second scenario, the call is setup using a network function, which may be performed by either a Media Resource Function (MRF) [1] or a Media Control Unit (MCU) [2]. In this case, the MRF/MCU receives a viewport-independent stream from A. Both B and C, send viewport orientation information to the MRF/MCU and receive viewport-dependent streams from it. Figure 4.1.1 illustrates the scenario. The A/V channel for conversational non-immersive content also flows through the MRF/MCU in the figure. 

[image: ]
Figure 4.1.2 - A 360-degree conference call via MRF/MCU

The use case aims to enable immersive experience for remote terminals joining teleconferencing and telepresence sessions, with two-way audio and one-way immersive video, e.g., a remote single user wearing an HMD participates to a conference will send audio and optionally 2D video (e.g., of a presentation, screen sharing and/or a capture of the user itself), but receives stereo or immersive voice/audio and immersive video captured by an omnidirectional camera in a conference room connected to a fixed network. 
Private side communication is also expected to be enabled as part of this use case. For instance, two users attending the conference may wish to talk privately and do not want to be heard by others. In this case, the audio information exchanged between these two users should not be transmitted to others, and the content of their conversation should be protected and only be fully rendered on their devices. Others may know that these users are interacting but would not be able to hear the specific content.
A special variation of this use case is when the 360 camera capture occurs not in a conference room but on a user device. [Requirements associated with this variation are TBD. Unless users in the conference room wear HMDs, is this feasible? For example, how would the viewing orientation of the conference room be determined for the 360 video captured by the user device of a remote participant? This seems only possible if there is only one user in the meeting room, and the display in the meeting room has a camera for tracking the position of the single user in the conference room.]
In the third scenario, multiple conference rooms are sending 360-degree video to an MRF/MCU. The rooms may choose to receive 2D video streams from other participants including one of the other rooms, which is displayed on the screen in the room. A pictorial representation is shown in Figure 4.1.3. 

[image: ]X

Figure 4.1.3: Multiple rooms with 360-degree video

Furthermore, 
· The remote (single) users can choose to view any one or none (e.g., when only viewing the screenshare) of the available 360-degree videos from the multiple rooms. Switching from one room to another may be triggered manually, or using other mechanisms, such as, viewing direction or dominant speaker. However, for the case of the dominant speaker, it is important to consider effects of motion sickness while switching from one video to another as the user may not be sufficiently prepared for the switch. 
· The MRF/MCU may signal to pause the receiving 360-degree video from any of the rooms that do not currently have any active viewers. The streams can be resumed if and when there are viewers [7]. 
· The presentation/screenshare stream is distributed to the single users and the rooms as a separate stream and can be identified using an explicit “a=content:slides” SDP field [1]. The single users may view the stream as an overlay on top of the 360-degree video. 
· If the area of interest in the 360-degree video is limited (the preferred FoV is defined and negotiated between the participants) or the motion outside the FoV is limited, the background area (outside the viewport) can be transmitted as a still image to maintain continuity in the 360-degree view. The still-image may be updated at regular intervals or as needed. 
· A still-image background area can also be used for placing overlays and avoiding unnecessary bandwidth utilization. In the scenario in the figure, this background area would be the wall with the screen and the presentation overlay may be placed on top of the screen for a better visual experience. 
· Overlays may also be used for other 2D streams. These include videos from the single users and 2D video streams from the other rooms. Spatial audio should be associated with overlays when placed in the 360-degree view, i.e., the sound should appear to originate from the placement of the overlay, not necessarily associated with the elements within the video.   
· MRF/MCU based media processing may be used for creating 360-degree views combining multiple input sources, e.g., 360-degree video with limited FoV, still image for background, overlays of screenshare and other 2D videos, etc., when the device capabilities are limited. 
[bookmark: _Toc79678443]4.2	Use Case Extension 1: Viewport sharing among remote participants
[image: ]
[bookmark: _Ref11870859]Figure 4.2.1 Viewport sharing between remote participants w/o MRF/MCU
Figure 4.2.1 illustrates viewport sharing capability added to the above use case. When B is presenting to the conference or B is communicating with C, C may be interested in B’s focus or her 360-degree viewport, especially when B is interacting with anything or anyone in room A. In such case, C would request to follow B’s viewport. Upon permission from B, C may follow B’s viewport on his own display device regardless of C’s orientation. In this scenario, room A may multicast (i.e., send the same information using unicast to different receivers as in usual MTSI/Telepresence) viewport dependent stream with embeddedB’s viewport metadata to both B and C. C’s device will follow embedded viewport metadata and playback the same viewport presented to B.
[image: ]
[bookmark: _Ref11873182]Figure 4.2.2 Viewport sharing between remote participants w/ MRF/MCU
Figure 4.2.2 shows the second scenario where the call is setup using a MRF or MCU. The MRF/MCU may receive C’s viewport sharing request and check B’s permission for such request. Once B’s permission is confirmed, MRF/MCU may forward the viewport dependent stream with B’s viewport metadata embedded to C. C’s device will follow embedded viewport metadata and playback the same viewport presented to B.
Viewport sharing feature may require capability of party A or MRF/MCU to forward B’s viewport-dependent video stream to C after request/response signalling exchange, and embed B’s viewport metadata into the stream.
EDITOR’S NOTE: Impact of motion sickness from viewport sharing is to be investigated
[bookmark: _Toc79678444]4.3	Use Case Extension 2: Viewport-dependent stream for display device
Participants in conference room A may have their own display device (HMD, AR glass or mobile phone) to receive a 360-degree video stream (viewport independent or dependent stream) from room A, or conversational video from remote participant B or C. For a large conferencing room, some participants may not sit close to the view screen or other participants he or she would like to communicate, a display device may offer high quality view of room A regardless where the participant sits. A viewport-independent or viewport dependent 360-video stream may send to participant’s display device.
[image: ]
[bookmark: _Ref11753471]Figure 3.1.3 Proposed viewport sharing use case w/o MRF/MCU
Figure 3.1.3 shows the first scenario, the call is setup without the support of a MRF or MCU. B and C send viewing orientation information to A and receive corresponding viewport-dependent streams from the omnidirectional camera. For the participants with their own display device, the display device may receive 360-degree viewport-independent video from omnidirectional camera, or viewport-dependent video stream by sending orientation information to A. 

[image: ]
[bookmark: _Ref11874200]Figure 3.1.4 Proposed viewport sharing use case via MRF/MCU
Figure 3.1.4 shows a second scenario, the call is setup using a MEF or MCU. In this case, the viewport dependent streaming may be handled by MRF or MCU. For the participants with their own  display device, the display device may receive 360-degree viewport-independent video from omnidirectional camera, or viewport-dependent video by sending orientation information to MRF/MCU.
[bookmark: _Toc79678445]4.4	Use Case Extension 3: Viewport sharing for second display device
When a remote participant B or C is presenting or communicate to the room A, participants in room A with their own display device may be interested in B or C’s focus or interaction on specific viewport of 360-degree video captured by omnidirectional camera, these participants may request to follow B or C’s viewport and receive the same viewport-dependent stream sending to B or C.
[image: ]
[bookmark: _Ref11875038]Figure 3.3.1 Viewport sharing to second display w/o MRF/MCU
Figure 3.3.1 shows the first scenario, the call is setup without MEF or MCU. Participants in room A with their own display device may like to follow B’s viewport, participant sends the request to B and is authorized by B. The viewport-dependent video for B is then played back on authorized participant display device with embedded viewport information, the display device would follow embedded viewport information to render the viewport regardless participant’s orientation.
[image: ]
[bookmark: _Ref12042862]Figure 3.3.2 Proposed viewport sharing use case via MRF/MCU
Figure 3.3.2 shows a second scenario, the call is setup using a MEF or MCU. In this case, the viewport sharing request may be handled by MRF or MCU, MRF or MCU receive the request from participants and confirm the authorization from B. MRF or MCU then sends viewport-dependent video streams with embedded B’s viewport metadata to B and her followers in room A.
[bookmark: _Toc79678446]4.5	Use Case Extension 4: Separate stream for presentation content

John (a participant in conference room A) shares his current computer screen to present his work. This presentation audio/video stream is displayed in the conference room A, but also broadcasted (i.e., sending the same information using unicast to different receivers as in usual MTSI/Telepresence, same for the two instances of "broadcasted" below in this subclause and in subclause 3.5) to all other remote participants (in other conference rooms and for the VR users). While john is still presenting Alice (who is also in the conference room A) adds her screen to be shared with supportive materials for John’s presentation, resulting into two streams being displayed in the room and broadcasted to all other remote participants.
[bookmark: _Toc79678447]4.5.1 [Comments and questions
Sharing the presentation as a separate stream seems logical as it aligns to current video conferencing paradigms. The main question here is can this follow the conventional MTSI/Telepresence communications architecture or are additions necessary. E.g. is it envisioned that this stream is overlaid in the 360-degree image or displayed in parallel.]
[bookmark: _Toc79678448]4.6	[Use Case Extension 5: Room to room connection
Another conference room B joins the session. While both rooms and remote users are connected users can freely communicate and follow a common presentation (broadcasted by John). Each room displays the other room on a dedicated screen (either as a full 360 video, or a cut-out based on the current speaker or manual viewport selection.
[bookmark: _Toc79678449]4.6.1 Comments and questions
Does a room to room connection follow the same principle as a VR user? Is there more functionality needed in the network for audio and video orchestration (e.g. spatial mapping) or is it simply a problem of transferring the streams and rendering into an end device / room dependent layout?]
[bookmark: _Toc79678450]4.7	[Use Case Extension 6: End device limitations of multiple streams
More participants join the conference call (conference room B, User C, User D), resulting into a total conference of two rooms, 4 remote users and two presentation streams. Clyde who joined the conference from his mobile phone from the airport now gets a prerendered video of the conference with the most relevant visual information. This is a network function which transcodes and merges different streams according the requirements of the end device (e.g. manual selection of streams, dominant speaker paradigm or viewing direction).
[bookmark: _Toc79678451]4.7.1 Comments and questions
After a certain number of streams even a modern phone might struggle in the encoding and rendering of multiple video streams. This is simply forwarding all streams of all users, room (as full or viewport adapted streams) and presentations and only leaving it for the client to decode and render to a suitable layout might not be enough to fulfil the limitations and restrictions of a given mobile device. Thus, we can envision network-based media processing (e.g. NBMP) e.g. in the MRF/MCU to assist such mobile end devices and reduce the processing load on end-device, in order to cope with its limitations and in order to increase battery life. However how such a network-based processing should be addressed in 3GPP requires more discussion, particularly in terms of metadata necessary.]
[bookmark: _Toc79678452]4.8	Use Case Extension 7: Applications to 3GPP FLUS
MTSI-based FLUS as defined in TS 26.238 [ADD_REF] relies on the use of RTP/RTCP-based protocols as defined in TS 26.114. Immersive video and immersive audio/speech may be delivered uplink using MTSI-based FLUS. Thus, even though FLUS is outside the scope of the current ITT4RT work item, the normative specification resulting from the ITT4RT work item could be (and are not required to be) reused in providing the immersive video and immersive audio/speech support for MTSI-based FLUS including (i) recommendations of audio and video codec configurations to deliver high quality VR experiences, (ii) constraints on media elementary streams and RTP encapsulation formats, (iii) recommendations of SDP configurations for negotiating of immersive video and voice/audio capabilities and (iv) RTP/RTCP-based signalling for indication of viewport information to enable viewport-dependent media processing and delivery. In that regard, potential solutions described in clauses 6 and 9 could also be applicable for live uplink streaming scenarios using MTSI-based FLUS.
For immersive video support over MTSI-based FLUS, both in-camera stitching and network-based stitching can be considered. In case of camera stitching, stitched immersive video is sent from the FLUS source (i.e., MTSI sender) to the FLUS sink (e.g., MTSI receiver, which is either in the UE, e.g., as a remote viewer, or in the network, e.g., as a media gateway). This is where immersive video gets delivered uplink using MTSI-based FLUS, and the normative specification output of ITT4RT becomes relevant. In case of network-based stitching, different 2D captures are sent from the FLUS sources (MTSI senders) to the FLUS sink (MTSI receiver as a media gateway) in the network and the media gateway server performs decoding, stitching, and re-encoding to produce the immersive video, which is then distributed to the remote viewers using MTSI or other means. In this case, only 2D video gets delivered using MTSI-based FLUS and immersive video is only delivered in the non-FLUS portion of the link, i.e. downlink. If MTSI-based means are used to deliver the immersive video to the remote viewers, only then the normative specification output of ITT4RT could be applicable.
Editor’s Note: There could also be certain FLUS features re-usable in ITT4RT, this is TBD.
[bookmark: _Toc79678453]4.9	Use Case Extension 8: Multiple Overlays
[bookmark: _Toc79678454]4.9.1 Scenario 1
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A user is streaming an immersive video, from a teleconference room A. Room A uses screen share to display two streams (overlay 1, overlay 2). 
· The sender needs to send information about the overlays such as number of overlays, layering, priority etc to the user via SDP offer.
· The user based on its resource availability may decide if he/she wants to receive all the overlays or just a subset of overlays. This  is conveyed back to the sender via SDP answer. 
· The  sender needs to inform the user if he/she is allowed to use multiple overlays. It may be possible that sender may not want the receiver to stream multiple overlays to avoid possible distractions. One such scenario is when multiple overlay videos are available and the user may be allowed to stream just one of the overlays.

[bookmark: _Toc79678455]4.9.2 Scenario 2
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This scenario consists of multi-party teleconference. A user is streaming an immersive video, from a teleconference room A. Room A uses screen share to display one stream (overlay 1). The overlay from room B is not shared by A. For the user to stream overlays which are not shared by A:
1. Firstly, the sender needs to inform the user if he/she is allowed to use multiple overlays as described in scenario 1.
1. Secondly, the sender of the 360-degree video should inform the user at the receiver  if the user is allowed to use overlays from streams other than the ones shared by the sender.  This is based on the content type of the overlays shared by A.  The rationale behind the sender asserting control is that the sender may not want the receiver to mix overlays which may possibly cause a distraction to the user. 
1. Thirdly, the sender should inform the user if he/she is allowed to overlap overlays.  A possible example may be when the sender side is presenting and does not want other overlays to overlap with its  presentation stream. 
1. Lastly if the user’s resource availability is limited, default preference maybe given to the sender’s overlay as compared to streaming overlays from other sources. 
 [Editor’s note: Whether application management should take care of the above use-cases or should this be a part of ITT4RT scope is for further consideration]

[bookmark: _Toc79678456]4.10	Use Case Extension 9: Audio mixing of multiple streams in ITT4RT
[bookmark: _Toc79678457]4.10.1	Use Case
The assumptions are as the following:
1. The sender’s conference room has a 360 video with one audio stream (In reality, it may have multiple streams but for simplicity of the usecase, we only consider one audio stream).
2. The sender may have one or more overlays each of which may have its own audio stream.
3. The receiver receives the audio stream from the sender’s room as well as the audio streams from one or more overlays.
The above assumption is shown in the following figures:
 
Figure 3.9.1 - 360-degree conference call
Note that as is shown in the figure the overlay video has its own overlay audio. Its audio either has to be mixed at the sender with the room’s audio and sent as a single stream, or it needs to be delivered as a separate stream. If it is mixed in the sender, the sender needs to decode the overlay’s audio, mix it with the room’s audio and encode the mix again for transmission. If it is sent as a separate streams, then it must be mixed with the room’s audio at the receiver. This contribution focuses on the audio mixing at the receiver.
The following use-cases are considered for audio mixing:
· Case 1: Providing the recommended mixing gain at the receiver’s end for rooms and overlay audios.
· Case 2: Changing the recommended mixing gain by sender during a portion of the session to dominate the overlay audio (e.g. reducing the room’s chatter when the overlay audio is important) or the room audio (e.g. when speaker in the room wants the remote audience focus on his speech) 
[bookmark: _Toc79678458]4.10.2	Potential solution
When multiple audio streams are transmitted from the ITT4RT-Tx client, the ITT4RT-Rx client decodes and downmixes these audio streams before rendering. The ITT4RT currently doesn’t address the audio mix of different sources. In this proposal, the recommended mixing gain of different audio streams may be defined by the ITT4RT-Tx client and may be updated during the session. This setting is used by the ITT4RT-Rx client to mix the audio streams if it chooses to accept ITT4RT-Tx’s recommendation. The user at ITT4RT-Rx client may overwrite this setting at any time. 
For downmixing multiple audio streams, the sender may send the recommended mixing gain for each audio source of that sender: r0, r1, .., rN for the 360 video (a0) and overlay videos a1, a2, .., aN respectively and  therefore recommend the mix of r0*a0+r1*a1+……+rn*an. 
The ITT4RT-Rx client mixes the audio sources proportionally to their mixing gain. Using this gain function, the following scenarios are possible among others:
· Use case 1: The sender may send the recommended mixing gain at initial SDP negotiation to the receivers.
· Use case 2: The sender may send updated recommended mixing gain in the middle of the session. 
Editor’s note: an alternative method may be provided in the case signalling with SDP has heavy burden on the network.
The ITT4RT-Tx client may indicate the audio mixing gain value to the ITT4RT-Rx client via [SDP or] RTP header-extension based solution. 
[4.10.2.1 SDP based solution
The ITT4RT-Tx client may, in its SDP offer, indicate the mixing gain of the 360-degree audio and overlay audio by including a media-level attribute “3gpp_audio_mix_gain”, in the description of each media stream, for describing the audio mixing gain, with the following ABNF:
a=3gpp_audio_mix_gain:<audio-mixing-gain>
The audio mixing gain may be expressed in dB via signed integer with values between “-127” and “0” and linear weighting between the extreme ends (hence the numerical values directly represent the gain in dB). The -128 value may be used for muting the channel.]
4.10.2.2 RTP based solution
For RTP based solution, the packet of each RTP audio stream can indicate, in an RTP header extension, the mixing level of that audio sample, carried in the RTP packet with the following RTP extension [27].
                    0                   1
                    0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5
                   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
                   |  ID   | len=0 |audio-mixing-gain| 
                   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
Audio mixing gain using One-Byte Header Format
The 4-bit ID is the local identifier of this element. The 4-bit length is the number, minus one, of data bytes of this header extension element following the one-byte header. The URI for declaring the audio mixing gain header extension in a Session Description Protocol (SDP) extmap attribute and mapping it to a local extension header identifier is
        urn:3gpp:rtp-hdrext:audio-mixing-gain
 An example attribute line in the SDP for a conference is shown below. The presence of such an attribute in the SDP description indicates that RTP packets in that stream containing the header extension will be carrying such an extension with an ID 7.
      a=extmap:7 urn:3gpp:rtp-hdrext:audio-mixing-gain
The header extension may be present only in the first/ first few packets of the RTP audio stream and may be repeated when the mixing gain needs to be updated for optimality. The audio mixing gain may be expressed in dB via signed integer with values between “-127” and “0” and linear weighting between the extreme ends (hence the numerical values directly represent the gain in dB). The -128 value may be used for muting the channel.
[bookmark: _Toc79678459]4.10.3	Further details and clarifications
1. Wrt to this proposal, overlay video (AV content) is in a file (like a recorded video) and is distributed to the room (local playback) and users as separate streams. These overlay streams are pre-encoded canned media and hence no adjustments can be made at the sender side without decoding and re-encoding the streams. When the ITT4RT-Tx client has access to the pre-encoded canned media or other information that allows the ITT4RT-Tx client to pre-determine a recommended mixing gain (e.g. the canned media and the room’s mic audio levels can be tested prior to the session -during rehearsal- and a recommended mixed gain can be determined) , the ITT4RT-Tx client may communicate this recommended mixing gain to the ITT4RT-Rx client at initial SDP negotiation.  In the case of not having access to the pre-encoded canned media audio levels, ITT4RT-Tx may decide not to make any recommendation at the beginning of the session. When someone starts presenting it, it is directly streamed from the files to the room/users. The conference room (local playback) only needs a projector and a speaker. As the  audio and video streams of the overlay content are directly streamed to user/room, the overlay audio is not captured in the conference room. Similarly for multiple overlay streaming, each stream is independently sent to the users/room where they are downmixed, assuming the room has multiple projectors but one speaker. The pre access knowledge of the levels of the overlay canned media may allow the client to determine what would be the recommended mixing gain.The playback of audio overlays in the 360-room will bleed into the microphones. It is assumed that processing (such as echo cancelling) is used to successfully eliminate this bleed from being transmitted. Hence, issues like double audio may be avoided.
2. The goal of the proposal is to provide control (in form of recommendation) for mixing different audios (from conf room and overlay(s)) in a meaningful way. A practical use-case of it is when someone is speaking in the room about a video overlay that is being played at the same time. On some occasions s/he wants to lower overlay’s audio, so s/he can be heard more easily or other times s/he may want to raise the volume of the overlay because s/he wants the remote audience to pay attention to the important detail in the overlay’s audio. At each occasion, a new set of the mixing gain values is sent to the receivers using SDP (or an alternative method in the case signalling with SDP has heavy burden on the network). At the same time, the receiver-mix approach provides flexibility for each remote recipient to overwrite that recommendation with his/her own choice. 
3. The audio mixing gain recommendation by the sender only applies to the audio streams (360 + overlays) originating/shared by the sender.
4. It is recommended to perform the mixing at the receiver because of the following reasons:
a. If the sender performs the mixing, then a single downmixed audio stream is sent to all the remote receivers without the receiver having the flexibility to change the mix (eg. mute/reduce any audio stream). However, the intention is to give the receiver the flexibility to change audio level of different audio streams. 
5. Level adjustment should be considered independent of audio mixing. Level adjustment is equivalent to normalizing the output audio stream after individual audio streams are downmixed with the corresponding audio weights. 
Editor’s note: The case of centralized MCU/SFU needs to be addressed/clarified.
[bookmark: _Toc79678460]5	Requirements
· Multiple single-user participants are supported. 
· Communications between the single users can be conventional MTSI/Telepresence communications. MSMTSI could be used, and if that is used, then media data can be transmitted in separate media streams, and the layout of different participants is up to the client application/implementation.
· One 360 camera per location in multi-party conference scenarios involving multiple physical locations are allowed.
· Both in-camera stitching and network-based stitching are supported. 
· In case of camera stitching, stitched immersive video is sent from the conference room to the conferencing server (e.g., MSMTSI MRF or any other media gateway) and then from the conferencing server to the remote participants. If this is a one-to-one conversational session between the conferencing room and the remote participant, a media gateway in the middle may not be necessary. 
· In case of network-based stitching, different 2D captures are sent from the conference room to the conferencing server and the conferencing server performs decoding, stitching, and re-encoding to produce the immersive video, which is then distributed to the remote participants. 

· It is recommended that MTSI and IMS Telepresence endpoints support codec, protocol and transport capabilities relevant for encoding, delivery and consumption of immersive speech/audio and immersive video.

1. Capability for the party that sends 360-degree video to send viewport-dependent and/or viewport-independent streams. 
1. Timely delivery of the changes in viewport orientation from the remote participants, and appropriate low-delay actions to update the viewport-dependent streams. Any changes in viewport orientation should not lead to latency-prone signalling, such as SIP renegotiations.
1. Capability to create viewport-dependent streams for individual UEs including an larger area of the original viewport for safe playback in the UE. 
1. A suitable coordinate system to be used as the standard way of communicating the orientation of the viewport. 
1. Given possible end device limitations as well as potential constraints on the conference room equipment, network-based processing should be considered for media workloads involving both conference room and remote participants, e.g., stitching of captured streams from the conference room, media composition, transcoding and prerendering for the remote participant, etc.
1. The following parameters need to be signalled in the SDP during call setup in addition to normal MTSI call signaling [1]. 
0. Initial viewport orientation. It is the default orientation from which to start the view at the receivers’ side.
0. Decoding/Rendering metadata, e.g., region-wise packing information, projection mapping information, frame packing information, etc. It is subject of discussion whether this information is signaled via SDP and/or within SEI messages with the media stream.
0. Capture Field-of-View (CFoV): as discussed during the definition of the use case, the system supports transmission of 360-degree video. However, the range of the FoV may be restricted in order to enhance user experience. The negotiation requires signaling the capture FoV of the capture device, and a response carrying the receiver’s preferred FoV (PFoV) depending on the remote UE, where the preferred FoV will be less than or equal to the captured FoV. 
0. Codec negotiation 
The high level signaling flows are depicted in Figure 4.1. The user C is not represented here for simplicity, but this is not a restriction for our reasoning. In this example MRF/MCU is not used.
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Figure 4.1 Signalling flow for a 360-degree conference call with unidirectional 360- degree video from A to B. 



1. Once the call has been established, remote parties (B or C) can send viewport orientation information using RTCP reports with yaw, pitch and roll data. These may be sent at fixed intervals or event-based, triggered by changes in viewport orientation. or hybrid combination of fixed interval and event-based triggers. When hybrid reporting scheme is used, the event-based feedback is triggered by any changes in viewport whereas the regular RTCP interval provides the sender with a regular update, in fixed intervals, of the viewport even if the event-based feedback is not received. The most efficient RTCP reporting scheme for viewport orientation information is for further study.
1. Capability to support the interaction where all media types will be presented to certain users and a subset of the media types are presented to the others.
1. Capability for the participant in room A with his or her own display device to receive a viewport independent or viewport dependent video from omnidirectional camera in room A. 
1. Capability for the remote party to share a viewport dependent video stream with embedded viewport metadata to another remote participant.
1. Capability for the participant in room A with his or her own display device to follow remote participant viewport presentation.
1. The capability to place overlays in the 360-degree video either within the device or pre-rendered through a network element. 
1. Transmission from sender to receiver of the coordinates of the location of the overlay (e.g. a presentation): this is a necessary and basic requirement that will give flexibility in the overlay placement at the receiver’s side. By sender/receiver it is meant either one of the parties or the MRF/MCU.
1. Avoid that the overlaid background content is transmitted unnecessarily at high quality within the user viewport: this is a basic issue that overlays cause to viewport-dependent streaming. The content in the viewport is always streamed at higher quality. However, when an overlay with different content is sticked on top of (part of) the viewport, the content behind the overlay does not need to be sent ay higher quality. This allows saving bandwidth or increase the quality in the viewport for the non overlaid parts.
1. Enable some form of interaction with the overlay (e.g., moving or rotating the overlay, resizing it, switching it on/off, etc.): these are basic and simple ways to interact with the overlay, to increase flexibility and utility of an overlay. 
1. Capability for users to receive an incoming interaction message (e.g., SMS, chat message, voice call or audio-visual call) from other users as an overlay: this is a good way to allow integration of other 3GPP services and applications into ITT4RT/MTSI applications in order to increase the value of the first VR applications for 3GPP.    
1. [Signalling to establish the format of the background area, especially if a limited “captured” FoV is used for immersive video content. For example, a still background image.]
1. To facilitate network-based stitching, it is possible to signal camera calibration parameters for each 2D video capture (i.e., each camera lens) transported from the conference room to the conferencing server at the beginning of each session. Relevant intrinsic and extrinsic camera parameters can include lens numbers, layouts, positions, angles, radius, distortion, entrance pupil and resolutions.  
1. [Signalling for setting, unsetting or negotiating a margin area that extends on any or all of the sides of the viewport. ]
1. [The maximum extent of the margins: a sender may indicate the maximum extent of the margins and a receiver may want to limit the maximum extent of the margin area to indicate a preference for high quality viewport.]
1. An RTP receiver should be able to signal higher-level metrics such as Motion to High-Quality Delay to the sender to assist in bandwidth adaptation and monitoring. 
1. [Signalling to] allow still background images to be used when network conditions do not permit transmitting a video stream for the area outside the viewport. 
1. A sender can offer support for conditional overlays in session signalling and receiver can understand it. 
1. To activate/deactivate conditional overlays, a receiver is capable to signal one or more regions and their associated conditions using RTCP feedback/SDP to the sender during a media session. 
1. Capability to identify the location of the presentation and where to insert an overlay of the alternative presentation into the omnidirectional content:
· [while stitching the different camera images together in the sending client]
· while stitching the different camera images together in the network
· after the stitching of the camera images into the omnidirectional video (e.g. by reencoding the omnidirectional video in the network)
· after receiving the stitched omnidirectional video and the overlay by the receiving client
· If the overlay is represented in video format, it shall be delivered over RTP. If the overlay is represented in formats other than video (e.g., images), then the overlay may be delivered considering the following formats and protocols: 
· the overlay may be delivered using the WebRTC data channel (SCTP/DTLS) [15], which is currently already defined for both MTSI in TS 26.114 and IMS-based Telepresence in TS 26.223.
· the overlay may be represented according to the HEVC image format as specified in Annex B of [26]. Accordingly HEIF image items and image sequences are described as regular HEVC media streams. It should be possible to use the HEVC Payload format as described in RFC 7798 for the delivery of the HEVC images, image collections, and image sequences (details TBD). All NAL units of an HEVC image stored as meta items are extracted and transmitted as HEVC access units with the same presentation time stamp.
[bookmark: _Toc79678461]6	Architecture
The current MTSI service architecture depicted in Figure 4.1 of TS 26.114 [1] is applicable for immersive teleconferencing. No further architectural gaps are identified.
In terms of the reuse of existing MTSI functionality, the following may be observed:

1. For in-camera stitching, stitched immersive video is sent from the conferencing room to the conferencing server (e.g., MSMTSI MRF) or directly to the remote participant (e.g., one-to-one conversation) in one or more RTP streams (e.g., established via SDP). Multiple RTP streams may be used in case tile or sub-picture based delivery optimization is in use.
1. For network-based stitching, multiple RTP streams are established (e.g., via SDP, using MSMTSI) between the conferencing server and conference room, each of which carries a particular 2D capture. These RTP streams are then sent from the conference room to the conferencing server and the conferencing server performs decoding, stitching, and re-encoding to produce one or more RTP streams containing the immersive video, which are then distributed to the remote participants (e.g., again via MSMTSI). Multiple RTP streams may be used for the immersive video in case tile or sub-picture based delivery optimization is in use.
[bookmark: _Toc79678462]7	Potential Solutions
[bookmark: _Toc79678463]7.1 	Potential Solutions for Immersive Video

Figure 6.1 provides an overview of a possible receiver architecture that reconstructs the spherical video in an MTSI or IMS Telepresence UE. Note that this figure does not represent an actual implementation, but a logical set of receiver functions. Based on one or more received RTP media streams, the UE parses, possibly decrypts and feeds the elementary stream to the HEVC decoder. The HEVC decoder obtains the decoder output signal, referred to as the "texture", as well as the decoder metadata. The Decoder Metadata contains the Supplemental Information Enhancement (SEI) messages, i.e., information carried in the omnidirectional video specific SEI messages, to be used in the rendering phase. In particular, the Decoder Metadata may be used by the Texture-to-Sphere Mapping function to generate a spherical video (or part thereof) based on the decoded output signal, i.e., the texture. The viewport is then generated from the spherical video signal (or part thereof) by taking into account the viewport position information from sensors, display characteristics as well as possibly other metadata such as initial viewport information. A similar receiver architecture can also be supported for the AVC codec.
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Figure 6.1 - Potential receiver architecture for VR support over MTSI and IMS Telepresence

For 360 degree video, the potential solutions can consider the following principles:
-	The RTP stream would contain an HEVC or an AVC bitstream with omnidirectional video specific SEI messages. In particular, the omnidirectional video specific SEI messages as defined in ISO/IEC 23008-2 [3] and ISO/IEC 14496-10 [8] may be present.
-	The video elementary stream(s) may be encoded following the requirements in the Omnidirectional Media Format (OMAF) specification ISO/IEC 23090-2 [4], clause 10.1.2.2.
Relevant SEI messages contained in the elementary stream(s) with decoder rendering metadata may include the following information as per ISO/IEC 23008-2 [3] and ISO/IEC 14496-10 [8]:
 
-	Region-wise packing information, e.g., carrying region-wise packing format indication and also any coverage restrictions
-	Projection mapping information, indicating the projection format in use, e.g., Equi-rectangular projection (ERP) or Cubemap projection (CMP)
-	Padding, indicating whether there is padding or guard band in the packed picture
-	Frame packing arrangement, indicating the frame packing format for stereoscopic content
-	Content pre-rotation information, indicating the amount of sphere rotation, if any, applied to the sphere signal before projection and region-wise packing at the encoder side
-	Fisheye video information, indicating that the picture is a fisheye video picture containing a number of active areas captured by fisheye camera lens.  This information enables remapping of the colour samples of the pictures onto a sphere coordinate space
The output signal, i.e., the decoded picture or "texture", is then rendered using the Decoder Metadata information contained in relevant SEI messages contained in the video elementary streams. The Decoder Metadata is used when performing rendering operations such as region-wise unpacking, projection de-mapping and rotation toward creating spherical content for each eye.
Viewport-dependent processing could be supported for both point-to-point conversational sessions and multiparty conferencing scenarios and be achieved by sending from the MTSI receiver RTCP feedback or RTP header extension messages with the desired viewport information and then encoding and sending the corresponding viewport by the MTSI sender or by the media gateway, e.g., MRF. This is expected to deliver resolutions higher than the viewport independent approach for the desired viewport. The transmitted RTP stream from the MTSI sender or media gateway may also include the actual viewport or coverage information, e.g., in an RTP header extension message, as the 360 degree video generated, encoded and streamed by the sender may cover a larger area than the desired viewport. The media formats for tiling and sub-picture coding as described in the viewport-dependent profile of OMAF in ISO/IEC 23090-2 [4] etc. are not relevant for the 5G conversational setting. Instead, viewport-dependent processing based on tiling and sub-picture coding could be realized via RTP/RTCP based protocols that are supported by MTSI and IMS-based telepresence.
OMAF video profiles specified in ISO/IEC 23090-2 [4] are based on HEVC Main 10 Profile, Main Tier, Level 5.1 in order to deliver high quality VR experiences. In the meantime, MTSI in TS 26.114 [1] mandates H.265 (HEVC) Main Profile, Main Tier, Level 3.1 for video, and IMS telepresence in TS 26.223 [2] mandates H.265 (HEVC) Main Profile, Main Tier, Level 4.1 for video.
For achieving video quality required by VR services, it may be recommended that the video codecs for VR support in MTSI and IMS telepresence are aligned with OMAF and/or TS 26.118 [5], e.g., HEVC Main 10 Profile, Main Tier, Level 5.1 may be recommended for MTSI and IMS telepresence in TS 26.114 and TS 26.223 to ensure a high-quality VR experience. It is expected that both MTSI client and MTSI gateway codec requirements are aligned with these recommended video codec requirements for VR support. It is not expected that the mechanisms for session setup and negotiation would be different because of this changed requirement on video codecs.
With regards to the negotiation of SEI messages for carriage of decoder rendering metadata, procedures specified in IETF RFC 7798 [6] on the RTP payload format for HEVC may be reused. In particular, RFC 7798 can allow exposing SEI messages related to decoder rendering metadata for omnidirectional media in the SDP using the 'sprop-sei' parameter, which allows to convey one or more SEI messages that describe bitstream characteristics. When present, a decoder can rely on the bitstream characteristics that are described in the SEI messages for the entire duration of the session. Intentionally, RFC 7798 does not list an applicable or inapplicable SEI messages to be listed as part of this parameter, so the newly defined SEI messages for omnidirectional media in ISO/IEC 23008-2 can be signalled. It is expected that both MTSI clients and MTSI gateways support RTP payload formats for VR support.
For most one-to-one video telephony and multi-party video conferencing scenarios, it is expected that support of the following omnidirectional video specific SEI messages would be sufficient:
1. the equirectangular projection SEI message,
1. the cubemap projection SEI message,
1. the sphere rotation SEI message, 
1. the region-wise packing SEI message, and
1. the fisheye video information SEI message (for fisheye video)
For stereoscopic video support, in either one-to-one video telephony scenarios or multi-party video conferencing scenarios, support of a subset of the frame packing arrangement SEI message as in ISO/IEC 23090-2 [4] is also needed.
The different configurations for packing stereoscopic 360 as supported in ISO/IEC 23090-2 and ISO/IEC 23008-2 are as follows:
· Side-by-side
The pictures corresponding to the left and right eye views of the 360 video are frame packed in a side-by-side (left-right) configuration
· Top bottom
The pictures corresponding to the left and right eye views of the 360 video are frame packed in a top bottom configuration.
· Time interleaved
The pictures corresponding to the left and right eye views of the 360 video are time inter leaved, without the use of stereoscopic frame packing.
NOTE: for the side-by-side and top bottom configurations, the same region-wise frame packing can be used for each left and right view, separately, or alternatively different region-wise frame packing can be used for the two views altogether.
Based on the above, an SDP framework for immersive video exchange needs to be developed to negotiate codec support, SEI messages for decoder rendering metadata, as well as RTP/RTCP signaling necessary for viewport dependent processing. These capabilities may be individually negotiated, but to simplify the SDP exchange and avoid fragmentation of capabilities it would be more preferable to specify one or more MTSI client profiles and develop the SDP framework based on these profiles. Such an example compact SDP negotiation framework is described below.
A new SDP attribute 3gpp_360video may be defined with the following ABNF:
3gpp_360video = "a=3gpp_video:" [SP "VDP" SP "Stereo"]

A potential specification for the semantics of the above attribute and parameter is provided below.  Unsupported parameters of the 3gpp_360video attribute may be ignored. 
An MTSI terminal supporting the 360 video feature without using viewport-dependent processing (VDP) or stereoscopic video for video may support the following procedures:
· when sending an SDP offer, the MTSI client includes the 3gpp_360video attribute in the media description for video in the SDP offer
· when sending an SDP answer, the MTSI client includes the 3gpp_360video attribute in the media description for video in the SDP answer if the 3gpp_360video attribute was received in an SDP offer
· after successful negotiation of the 3gpp_360video attribute in the SDP, for the video streams based on the HEVC codec, the MTSI clients exchange an RTP-based video stream containing an HEVC bitstream with omnidirectional video specific SEI messages as defined in ISO/IEC 23008-2 [3] with the following characteristics:
· OMAF video profiles specified in ISO/IEC 23090-2 [4] are based on HEVC Main 10 Profile, Main Tier, Level 5.1 are supported.
·  exchange of the following SEI messages are supported: (i) the equirectangular projection SEI message, (ii) the cubemap projection SEI message, (iii) the sphere rotation SEI message, (iv) the region-wise packing SEI message, and (v) the fisheye video information SEI message.
· after successful negotiation of the 3gpp_360video attribute in the SDP, for the video streams based on the AVC codec, the MTSI clients exchange an RTP-based video stream containing an AVC bitstream with omnidirectional video specific SEI messages as defined in ISO/IEC 14496-10 [8] with the following characteristics:
· OMAF video profiles specified in ISO/IEC 23090-2 [4] are based on AVC Progressive High Profile, Main Tier, Level 5.1 are supported.
· exchange of the following SEI messages are supported: (i) the equirectangular projection SEI message, (ii) the cubemap projection SEI message, (iii) the sphere rotation SEI message, (iv) the region-wise packing SEI message and (v) the fisheye video information SEI message.
An MTSI terminal supporting the 360 video feature supporting use of viewport-dependent processing (VDP) would include the VDP parameter in the SDP offer and answer. Depending on the value indicated by the VDP parameter, the MTSI terminal would further support the following procedures:
· the RTCP feedback (FB) message described in clause 9.2 type to carry desired or requested viewport information during the RTP streaming of media (signalled from the MTSI receiver to the MTSI sender). 
· the RTCP feedback (FB) message described in clause 9.3 type to carry desired ROI (arbitrary or pre-defined) information during the RTP streaming of media (signalled from the MTSI receiver to the MTSI sender). 
· [the new RTP header extension type described in clause 9.4 to carry actually transmitted viewport information during the RTP streaming of media (signalled from the MTSI sender to the MTSI receiver).]
The media with attribute a=3gpp_360video may be offered as either monoscopic or stereoscopic 360 video. An MTSI terminal supporting the 360 video feature with stereoscopic video would include the Stereo parameter and additionally support frame packing arrangement SEI message as in ISO/IEC 23090-2 [4] for HEVC and ISO/IEC 14496-10 [8]. The stereo parameter in the SDP offer indicates the sender’s support of stereoscopic video.  If the stereo parameter is omitted, then the 360 video stream is assumed monoscopic. A receiver shall select its preference of a monoscopic/stereoscopic 360 video stream through the exclusion/inclusion of the stereo parameter in the SDP answer.
[bookmark: _Toc79678464]7.2	Potential Solutions for Signalling of Camera Calibration Parameters
Alignment of the ITT4RT solution to be defined and what is in the FLUS spec is desirable.
Clause 4.5 of the FLUS specification in TS 26.238 describes the FLUS source system. Accordingly the MTSI instantiation of FLUS supports SDP-based description of the relationships among multiple streams in a FLUS source system identified using the SDP attribute a=3gpp-flus-system:<urn>. A vendor-specific source system may be identified by a unique vendor-specific urn identifier such as urn:[com]:[vendor_x]:[system_y]. Alternatively, a 3GPP-specific source system description may be specified using a 3GPP-specific urn identifier such as urn:org:3gpp:itt4rt:default:2020 which would provide interoperable means to signal source system description, including parameters for camera calibration. Further details can be found in Table 4.5-1 of TS 26.238.
One potential solution can be to adopt the FLUS signaling framework to provide the relationships among the 2D video captures to be used for network-based stitching in ITT4RT and amend the SDP-based signaling in Table 4.5-1 to also include the camera calibration parameters. The existing SDP syntax in Table 4.5-1 may be reused (e.g., a=3gpp-flus-configuration: which provides source system-specific configuration parameters for the source system at the session level or a=3gpp-flus-media-configuration: which provides media stream configuration parameters for the source system at the media level) or a dedicated new SDP attribute (e.g., a= a=3gpp-flus-camera-configuration:) may be defined to explicitly signal the camera calibration parameters. 
The set of camera calibration parameters to be signaled can include lens numbers, layouts, positions, angles, radius and resolutions.  
As a possible solution, the SDP syntax for a=3gpp-flus-media-configuration may be defined with the following ABNF:
3gpp-flus-media-configuration = "a=3gpp-flus-media-configuration:" [SP "Param 1" SP "Param 2" SP ……. SP "Param K"]

where “Param 1”, …. , “Param K” may be the set of intrinsic and extrinsic camera parameters.

3GPP-specific source system description conveyed using the urn identifier such as urn:org:3gpp:itt4rt:default:2020 may imply such an SDP syntax to communicate camera calibration parameters. If the set of parameters to be conveyed is found to considerably increase the SDP size, another alternative may be considered where the camera calibration parameters may be described by a JSON document embedded in the SDP.

For each 2D video capture to be used for network-based stitching, the SDP attribute 3gpp-flus-media-configuration may be included under the m= line to signal the camera calibration parameters associated with that particular media stream. Session-level camera configuration parameters may be signalled using 3gpp-flus-configuration.
The set of camera calibration parameters to be signaled can include lens numbers, layouts, positions, angles, radius and resolutions.  More specifically the following parameters may be signaled:
· Number of cameras
· Layout of the cameras
· General intrinsic parameters: resolution, Focal length (focal_x, focal_y) in pixel unit (int), Principal point (center of projection), Lens distortion (deviation from ideal perspective or fisheye) of each camera. These are expressed in Figure 6b below by intrinsic parameters represented by image_height, image_width, center_x, center_y, radius in pixel unit (int) and camera field of view (fov_h, fov_v) in angle or radian degree unit (float)
· Extrinsic camera parameters for each camera represented in the above figure by translation (x, y, z coordinates) and orientation (yaw, pitch, roll) values of each camera to accommodate various rig geometries. These are depicted in Figure 6a below.
· Entrance pupil (EP), with 4 floating-point EP coefficients. EP coefficients provide a more precise model of various lens characteristics and improve the conversion from a sample location of an active area in a lens decoded picture to sphere coordinates relative to the global coordinate axes. Please note that the formulation of the distortion correction and the EP coefficients for any lens can be derived using the calibration provided in [10]. The EP coefficients are formulated using a polynomial, and added seamlessly on whatever lens projection type specified. The use of EP coefficients is especially encouraged for wide lens cameras, e.g., for fisheye omnidirectional video. 
[image: ]
Figure 6a – Extrinsic camera calibration parameters.



Figure 6b – Intrinsic camera calibration parameters.

Below we provide further detail on potential camera calibration parameters based on ISO/IEC 23008-2 [3], considering the multi-view acquisition information SEI message for HEVC. With these specifications, a 3-dimensional world point, wP = [ x y z ] is mapped to a 2-dimensional camera point, cP[ i ] = [ u v 1 ], for the i-th camera according to:

s * cP[ i ] = A[ i ] * R−1[ i ] * ( wP − T[ i ] )	(eqn. 1)
where A[ i ] denotes the intrinsic camera parameter matrix, R−1[ i ] denotes the inverse of the rotation matrix R[ i ], T[ i ] denotes the translation vector, and s (a scalar value) is an arbitrary scale factor chosen to make the third coordinate of cP[ i ] equal to 1. The elements of A[ i ], R[ i ], T[ i ] are determined according to the syntax elements signalled in this SEI message and as specified below.

Earlier equation can be extended to incorporate the entrance pupil variation proposed in [10]. As a result, we propose to correct the incidence ray of  cP[ i ] = [ u v 1 ] to always pass through the camera optical center. Due to this process the distortion is removed. By adapting the proposal in [10], we propose E[i] as a 1x1 vector that is individually incorporated as follows:

       s * cP[ i ] = A[ i ] * R−1[ i ] * ( (wP + E[i]) − T[ i ] )												(eqn. 2)

where wP + E[i]) = [ x y z+E[i] ], E[i] = e1* 𝞡3 + e2* 𝞡5 + e3* 𝞡7 + e4* 𝞡9, 𝞡 is the incidence angle pertaining to each ray formed by the pixel cP[ i ] = [ u v 1 ], and [e1, e2, e3, e4] are entrance pupil coefficients. In addition, the accuracy of these entrance pupil parameters have an influence of the accuracy of estimated extrinsic parameters and thus improve the future imaging tasks. If not available, vector E is considered as 0 and a fallback to eqn. 1 is expected.

More specifically, the following intrinsic camera parameters can be signalled in the SDP for each camera as per ISO/IEC 23008-2 [3]:

focalLengthX[ i ] specifies the focal length of the i-th camera in the horizontal direction as a signed floating-point number. 

focalLengthY[ i ] specifies the focal length of the i-th camera in the vertical direction as a signed floating-point number. 

principalPointX[ i ] specifies the principal point of the i-th camera in the horizontal direction as a signed floating-point number. 

principalPointY[ i ] specifies the principal point of the i-th camera in the vertical direction as a signed floating-point number. 

skewFactor[ i ] specifies the skew factor of the i-th camera as a signed floating-point number. 

The intrinsic matrix A[ i ] for i-th camera is represented by:



It is possible that the intrinsic camera parameters are equal for all of the cameras. In that case, only one set of values based on the above parameters would need to be signalled, e.g., via SDP signalling at the session level.

Furthermore, the following extrinsic camera parameters can be signalled in the SDP for each camera as per ISO/IEC 23008-2 [3]:

rE[ i ][ j ][ k ] specifies the ( j, k ) component of the rotation matrix for the i-th camera as a signed floating-point number. 

The rotation matrix R[ i ] for i-th camera is represented as follows:
[image: ]
tE[ i ][ j ] specifies the j-th component of the translation vector for the i-th camera as a signed floating-point number. 

The translation vector T[ i ] for the i-th camera is represented by:
[image: ]
E[ i ][ j ] specifies the j-th component of the entrance pupil vector E[i] for the i-th camera as a signed floating-point number, as per eqn (2) above. 

[bookmark: _Toc79678465]7.3	Potential Solutions for Overlays
[bookmark: _Toc79678466]7.3.1	Basic support of overlays
ISO/IEC 23090-2 defines an overlay as a piece of visual media rendered over omnidirectional video or image item or over a viewport.
The SDP signaling semantics in Section 9.6 currently defined as a potential solution for predefined region signaling will have the following applicability:
· Allow adding real-time overlay on the top of a pre-defined region. Client devices may use the pre-defined regions as hints for personalized overlay operations. Compared to handling overlays for all audience on the server side, a client device may utilize its own computing power to generate overlays on pre-defined regions. 
· Content to be overlaid on the predefined region may be encoded and transported separately with higher quality.   
An MTSI sender supporting the ‘Overlay’ feature can allow adding real-time overlay on top of a 360 background and offer this capability in the SDP as part of the the initial offer-answer negotiation. Regions for overlays can be offered by including the "a=overlay" attribute under the relevant media line corresponding to the related 360 video and overlay images. The following parameters can be provided in the attribute for each overlay:
Editor’s Note: The parameters below are aligned with “Sphere-relative two-dimensional overlay” specification in OMAF.
· Overlay_ID – identifies the offered  region for overlay
· Overlay_azimuth: Specifies the azimuth angle of the centre of the offered  overlay region on the unit sphere in units of 2−16 degrees relative to the global coordinate axes. 
· Overlay_elevation: Specifies the elevation angle of the centre of the offered  overlay region on the unit sphere in units of 2−16 degrees relative to the global coordinate axes. 
· Overlay_tilt: Specifies the tilt angle of the offered overlay region, in units of 2−16 degrees, relative to the global coordinate axes. 
· Overlay_azimuth_range: Specifies the azimuth range of the offered region corresponding to the 2D plane on which the overlay is rendered through the centre point of the overlay region in units of 2−16 degrees. 
· Overlay_elevation_range: Specifies the elevation range of the offered region corresponding to to the 2D plane on which the overlay is rendered  through the centre point of the overlay region in units of 2−16 degrees. 
· Overlay_rot_yaw, Overlay_rot_pitch, and Overlay_rot_roll specify the rotation of the 2D plane on which the overlay is rendered. Prior to rendering the 2D plane, it may be rotated as specified by overlay_rot_yaw, overlay_rot_pitch and overlay_rot_yaw and placed on a certain distance as specified by region_depth_minus1. The rotations are relative to the coordinate system as specified in clause 5.1 of ISO/IEC 23090-2 in which the origin of the coordinate system is in the centre of the overlay region, the X axis is towards the origin of the global coordinate axes, the Y axis is towards the point on the plane that corresponds to cAzimuth1 in Figure 7‑4 of ISO/IEC 23090-2, and the Z axis is towards the point on the plane that corresponds to cElevation2 in Figure 7‑4 of ISO/IEC 23090-2. overlay_rot_yaw expresses a rotation around the Z axis, overlay_rot_pitch rotates around the Y axis, and overlay_rot_roll rotates around the X axis. Rotations are extrinsic, i.e., around X, Y, and Z fixed reference axes. The angles increase clockwise when looking from the origin towards the positive end of an axis. The rotations are applied starting from overlay_rot_yaw, followed by overlay_rot_pitch, and ending with overlay_rot_roll.
· region_depth_minus1 - indicates the depth (z-value) of the region on which the overlay is to be rendered. The depth value is the norm of the normal vector of the overlay region. region_depth_minus1 + 1 specifies the depth value relative to a unit sphere in units of 2−16.
· timeline_change_flag equal to 1 specifies that the overlay content playback shall pause if the overlay is not in the user's current viewport, and when the overlay is back in the user's viewport the overlay content playback shall resume with the global presentation timeline of the content. The content in the intermediate interval is skipped. timeline_change_flag equal to 0 specifies that the overlay content playback shall pause if the overlay is not in the user's current viewport, and when the overlay is back in the user's viewport the overlay content playback resumes from the paused sample. This prevents loss of any content due to the overlay being away from the user's current viewport.
· Name- specifies the name of the offered  region for overlay.
Editor’s Note: The parameters below are aligned with “Viewport-relative overlay” specification in OMAF.

· Overlay_ID – identifies the offered region for overlay
· Overlay_rect_left_percent: Specifies the x-coordinate of the top-left corner of the rectangular region of the overlay to be rendered on the viewport in per cents relative to the width and height of the viewport. The values are indicated in units of 2-16 in the range of 0 (indicating 0%), inclusive, up to but excluding 65536 (that indicates 100%).
· Overlay_rect_top_percent: Specifies the y-coordinate of the top-left corner of the rectangular region of the overlay to be rendered on the viewport in per cents relative to the width and height of the viewport. The values are indicated in units of 2-16 in the range of 0 (indicating 0%), inclusive, up to but excluding 65536 (that indicates 100%).
· Overlay_rect_width_percent: Specifies the width of the top-left corner of the rectangular region of the overlay to be rendered on the viewport in per cents relative to the width and height of the viewport. The values are indicated in units of 2-16 in the range of 0 (indicating 0%), inclusive, up to but excluding 65536 (that indicates 100%).
· Overlay_rect_height_percent: Specifies the height of the top-left corner of the rectangular region of the overlay to be rendered on the viewport in per cents relative to the width and height of the viewport. The values are indicated in units of 2-16 in the range of 0 (indicating 0%), inclusive, up to but excluding 65536 (that indicates 100%).
NOTE:	The size of overlay region over the viewport changes according to the viewport resolution and aspect ratio. However, the aspect ratio of the overlaid media is not intended to be changed.
· Relative_disparity_flag indicates whether the disparity is provided as a percentage value of the width of the display window for one view (when the value is equal to 1) or as a number of pixels (when the value is equal to 0). This applies for the case when there is a monoscopic overlay.
· Disparity_in_percent: Specifies the disparity, in units of 2−16, as a fraction of the width of the display window for one view. The value may be negative, in which case the displacement direction is reversed. This value is used to displace the region to the left on the left eye view and to the right on the right eye view. This applies for the case when there is a monoscopic overlay and stereoscopic background visual media.
· Disparity_in_pixels indicates the disparity in pixels. The value may be negative, in which case the displacement direction is reversed. This value is used to displace the region to the left on the left eye view and to the right on the right eye view. This applies for the case when there is a monoscopic overlay and stereoscopic background visual media.
· Name- specifies the name of the offered region for overlay.
Editor’s Note: Other overlay definitions in OMAF are not excluded from ITT4RT. Which overlay definition(s) from OMAF are adopted for overlays in ITT4RT is currently TBD.
Editor’s Note: For both of the above overlay types from OMAF, incorporate from the spec further details about the order of operations for overlay rendering (in particular order of translation and rotation).
As controls for user interaction with the overlays, the a=overlay" signalling can optionally include the following additional parameters:
· change_position_flag, when set to 1, specifies that users are allowed to move the overlay window to any location on the viewing sphere or the viewport. 
· change_depth_flag, when set to 1, specifies that the depth of overlay can be chosen by user interaction. When both change_position_flag and change_depth_flag are set to 1 then the X,Y,Z position of the overlay can be freely choosen by user interaction.
 
· switch_on_off_flag, when set to 1, specifies that the user is allowed to switch ON/OFF the overlay.

· change_opacity_flag, when set to 1, specifies that the user is allowed to change the opacity of the overlay.

· resize_flag, when set to 1, specifies that the user is allowed to resize the overlay window. The field-of-view of the resized overlay window shall be same as that of original overlay window.
· rotation_flag, when set to 1, specifies that the user is allowed to rotate the overlay window to different directions. The field-of-view of the rotated overlay window shall be same as that of original overlay window.
· change_position_flag, change_depth_flag, switch_on_off_flag, change_opacity_flag, resize_flag, or rotation_flag when set to 0, specifies that the user is disallowed to perform the respective operation on the overlay.
Editor’s Note: Default behaviour when the control parameters are not signalled should be explained. One interpretation is that if not signalled renderer is completely free to perform the above operations.
Editor’s Note: Consider the possibility of packing all the flags into a single field with different bit values corresponding to the flags above.
For the negotiated 360 video, a=overlay" attribute is expected to contain all of the above parameters for overlays under the m= line for “Viewport-relative overlay” or “Sphere-relative two-dimensional overlay” (controls for user interactivity are optional), each overlay image is expected to only contain the corresponding Overlay_ID parameter as part of a=overlay" attribute. 
In response to the SDP offer with the set of offered regions provided using the "a=overlay" line(s), an MTSI client accepting ‘Overlay’ can provide an SDP answer using the "a=overlay" line(s) containing the accepted set of regions. The accepted set of  regions for overlays would be a subset of the offered set of overlay regions.
A new SDP offer-answer negotiation can be performed to modify the set of regions for overlays. The MTSI sender may update all the content of overlay regions, including the total number of overlay regions, and the spherical coordinates and name of each of the overlay regions.
[bookmark: _Toc79678467]7.3.2	Support for Multiple Overlays
Multiple overlays may be offered in the SDP by including “a=itt4rt_group”. This, contains the list of the overlays. A unique overlay id can be assigned to each overlay. Media-level attribute “content” can be added to each of the stream by including “a=content:slides/video/image. This is sent from the sender to the receiver/user. Based on the received offer, the receiver replies which overlays it wants to receive. 
The following additional parameters are from the OMAF specification Clause (7.14.3) and can be used to describe the overlays:
· media_alignment: specifies the default intended scaling of the overlay source  depending on the dimensions of the specified rectangular region and the intended placement of the scaled overlay source relative to the specified rectangular region.
· layering_order:  indicates the default layering order among the overlays that are relative to the viewport, and separately among each set of overlays that have the same depth. Viewport-relative overlays are overlaid on top of the viewport in descending order of layering_order, i.e., an overlay with a smaller layering_order value is in front of an overlay with a greater layering_order value. The layering order for overlays from the originator of the 360 video should be decided by the sender. For overlays from other sources,  the receiver may assign a greater layering_order value. 
· opacity: Overlay opacity is an integer value that specifies the default opacity that is to be applied for the overlay and assigned by the sender. Value 0 is fully transparent and value 100 is fully opaque. Values greater than 100 are reserved.
· overlay_priority: Overlay priority indicates which overlay should be prioritized in the case that an OMAF player does not have enough decoding capacity to decode all overlays. A lower overlay_priority indicates higher priority. The value of overlay_priority, when present, shall be equal to 0 for overlays that are essential for displaying.
Additionally, the following parameter may be signaled:
· The subset list of the sender’s overlays that  the user at the receiver wants to receive. This is negotiated during the SDP negotiation and offered via SDP answer negotiation by the receiver to the sender. This may be conveyed to the sender via a=itt4rt_group signalling by the receiver.
Further parameters for user interaction control are as follows:
· multiple_overlay_flag: This parameter defines if the user is allowed to use multiple overlays. When set to 1, the user may use more than one overlay to be displayed on the 360 degree video. The default value is 1.
· overlay_overlapp_flag: This flag indicates if the user is allowed to overlap overlays from other sender onto the overlays shared by the sender of the 360-degree video. If set to 1, the user may overlap overlays. The  default value is 1.
· [other_senders_overlay_flag: Overlay parameter to define if the user at the receiver is allowed to use overlays from streams other than the ones shared by the sender of the 360-degree video on top of the 360-degree video. This parameter can be based on the content type of the overlay the sender of the 360-video is sharing.  The content type can be defined in the SDP signalling by including an attribute “a= permissible_content” under m= line for each overlay the sender is sharing. If set to 1, the user is allowed to use other senders’ overlays. The default value is 1.]
[bookmark: _Toc79678468]7.3.3	Conditional overlays
According to the MPEG OMAF specification SC29WG11_N19435, a sender may have a recommended viewport (as defined in section 7.14.3.1) as an area of interest to be displayed as an overlay. The overlay can be treated as conditional by the receiver and displayed only when the area is not within the viewport, as  defined in Section G.5, in this case using a sender specified “condition”. 

In ITT4RT, the same concept can be used to receive an overlay only when a certain condition is met. The region can be defined by the receiver UE instead of the sender’s recommended viewport as in the case of OMAF to cater to the conversational and real-time aspects. 

A conditional overlay is defined as an overlay that is activated (i.e., transmitted by the sender) as an overlay media stream when a certain condition is met, and deactivated when the condition is no longer met. The capability is advertised by the sender to the receivers using SIP/SDP. Possible use cases where a conditional overlay may be employed (the overlay activation condition is described in italic): 
1. displaying a region of interest of the 360-degree video when the viewport is not overlapping with that region of interest. The capability may be used for extending the FoV for devices when two areas of interest do not fit within the FoV of the device. 

Solution using RTCP

A solution for the use of conditional overlays is described below. 

1. The sender indicates the capability to support conditional overlays using the SDP field a=rtcp-fb:* 3gpp-conditional-overlay. The field indicates that the sender is capable of receiving RTCP feedback messages from the receiver indicating the region for enabling a conditional overlay. 
1. The receiver indicates in an RTCP conditional overlay feedback packet the region of the sphere it wishes to receive as a conditional overlay, along with the condition associated with it. The RTCP feedback has the following fields: 
1. Conditional_overlay id
1. Azimuth of the center of the sphere region with respect to the origin of the omnidirectional content coordinate system. The unit is expressed in degrees in the range of [0, 360].
1. Elevation of the centre of the sphere region with respect to the origin of the omnidirectional content coordinate system. The unit is expressed in degrees in the range of [0, 180]. 
1. Azimuth range specifies the azimuth range of the conditional overlay through the center point of the sphere region. The unit is expressed in degrees in the range of [0, 360]. 
1. Elevation range specifies the elevation range of the conditional overlay through the center point of the sphere region. The unit is expressed in degrees in the range of [0, 180]. 
1. The condition for activating the conditional overlay defined as the maximum ratio of overlap between the conditional region defined above and the viewport for it to be activated. For example, if the value is 0; this implies that if the ratio of the portion of the conditional overlay region covered by the viewport to the size of the conditional overlay is 0, then the overlay is activated (no overlap).  . 
1. The sender will transmit the indicated region as an overlay stream to the receiver when the condition is met. An RTP header extension can be used to indicate the actual region that is transmitted as overlay to the receiver depending on sender limitations. The support for this extension is indicated in the SDP using a=extmap:7 urn:3gpp:cond-overlay-sent.
1. The receiver may cancel conditional overlays by sending a cancellation RTCP conditional overlay message with a list of the appropriate conditional overlay ids. 
Examples of condition:
1. Condition: 0.5. Upon receiving this RTCP message, the sender will respond by activating the overlay if the overlap of the conditional region and the viewport is between 0 and 50% at any time until the conditional overlay is either cancelled or the session ends.

Solution using SDP only

An ITT4RT sender may, in its SDP offer, indicate the capability to support conditional overlays for a particular 360 video using the attribute a=3gpp_conditional_overlay. The receiver includes the same attribute in the SDP answer to show it also supports conditional overlay.
Once the media stream is established, the receiver may select a region of interest it wants to receive as an overlay. It can then signal to the sender using the SDP offer of the same 360-degree video but indicating within the request: 

a = 3gpp_conditional_overlay:<azimuth, azimuth_range, elevation, elevation_range, condition> 

The parameters azimuth, azimuth_range, elevation, elevation_range and condition are the same as previously defined for the RTCP solution. An example for a conditional overlay request is : a = 3gpp_conditional_overlay: 0, 90, 0, 45, 0.5; requesting an overlay of the region centered at the global center 0,0 with the dimensions 90 degrees horizontally and 45 degrees vertically, which is transmitted whenever the overlap is between 0 and 50%.

[bookmark: _Toc79678469]7.3.4	Overlay source and frame packing overlays
An overlay source specifies the video to be used as the content for the overlay. The overlay source is a bitstream that may be delivered as:
1. an RTP stream with an overlay source frame packed with a 360-degree video or with another overlay  such that it is decodeable by a single decoder. 
1. an RTP stream with one or more overlay sources; frame packing is used for more than one overlay source.  
Implementations should consider that overlays frame-packed with 360-degree video or with other overlay streams require a single decoder, whereas, overlay video that is encoded and delivered separately from the 360-degree video and other overlay streams requires multiple decoders and may require synchronization, depending on the use case. However, having a separate overlay stream allows more freedom to use a higher resolution for the overlay. Furthermore, packing the overlay as part of the 360-degree video would also affect the resolution of the 360-degree content. 
Frame packing overlays
RTP HE for frame packing
[The packing information (packed and projected regions), layering order and type of stream (overlay/360-degree video) can be sent using RTP header extension (RHE). The RWP SEI message may be used to carry the packing information. However, it does not define the role of the packed regions i.e. 360-degree video and overlay, nor does it indicate the layering order. Therefore, the RHE is used for carrying this information.
The packed frame can be delivered with RTP header extension as described below (this example shows two packed regions: one overlay region and one 360-degree video):

0                   1                   2                   3
 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|   ID          |  len=54       |F|N_Regions=n|  QR   |LYR| TT  |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                   Projected_Region_Width                      |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                   Projected_Region_Height                     |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                   Projected_Region_Top                        |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|                   Projected_Region_Left                       |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|       Packed_Region_Width     |    Packed_Region_Height       |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|       Packed_Region_Top       |     Packed_Region_Left        |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|F|  QR   |LYR| TT  | Projected_Region_Width                    |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|Projected_Reg_Widt | Projected_Region_Height                   |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|Projected_Reg_Heig | Projected_Region_Top                      |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|Projected_Reg_Top  | Projected_Region_Left                     |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|Projected_Reg_Left | Packed_Region_Width           |Pkd_Rg_Ht  |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|Packed_Reg_Ht      | Packed_Region_Top             |Pkd_Rg_Left|
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
|Packed_Reg_Left    |            Zero pad                       |
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

Projected_Region_Width (or Pkd_RegWid), Projected_Region_Height (or Pkd_Rg_Ht), Projected_Region_Top and Projected_Region_Left are the width, height, top offset and left offset, respectively, of the projected region. Packed_Region_Width, Packed_Region_Height, Packed_Region_Top and Packed_Region_Left are the width, height, top offset and left offset of the packed region. 
The 8-bit ID is the local identifier as defined in [1]. The length field defines that 54 bytes follow (in this example). The field N_Regions gives the total number of packed regions (n), which is 2. The value QR is the index of the packed region that follows in this extension header. The index of the picture (QR) is assigned based on quality, with the highest quality picture always being the first (0) and lowest one being the last (n-1). The LYR field provides the layer of the packed region. This is the same as the layering order defined for OMAF. In case of one 360-degree video and one overlay, the N regions will be two, with LYR = 0 for background and LYR = 1 for overlay. The TT field provides the transform type which is one of the following:
0: no transform
1: mirroring horizontally
2: rotation by 180 degrees (counter-clockwise)
3: rotation by 180 degrees (counter-clockwise) before mirroring horizontally
4: rotation by 90 degrees (counter-clockwise) before mirroring horizontally
5: rotation by 90 degrees (counter-clockwise)
6: rotation by 270 degrees (counter-clockwise) before mirroring horizontally
7: rotation by 270 degrees (counter-clockwise)

In case of more than one layer, the layers are included in ascending order with the lowest layer described first. If more than one region belongs to a single layer, the multiple regions for the same layer occur consecutively in ascending order of the QR value.
Editor’s Note: Possibility of other signalling mechanisms for sending overlay frame packing information may be considered. 
] 
SDP for frame packing
Frame packed stream may be described with the following attribute included in the packed stream’s media description: 
a=itt4rt_framepacking: <id1> <id2> <id3> …. <PPC>   
The list of ids is an identifier for the source media packed in the stream. If the attribute is omitted in the response, the stream consists of only the source identified by the first identifier. The ids are the mid values in the media description of the individually encoded media streams of the same media source. The parameter PPC is a binary value that defines the packed picture content:
	PPC (Binary Value)
	Packed Streams

	001b
	Only overlay

	010b
	Only 360-degree content

	011b
	360-degree content + overlay



The attribute itt4rt_framepacking may be used for identifying packed overlays even when individually encoded streams are not offered for those overlays. In this case the ids will not be the mid values, but the overlay_id described in the 3gpp_overlay attribute. The ids would appear in the order they appear in the RHE so that each can be associated with the packed stream. 
In the following example, an overlay is offered as an individual stream with the mid B. The same overlay is also offered as frame packed with the 360-degree video with mid A as indicated by the itt4rt_framepacking attribute.  
	SDP offer

	a=itt4rt_group: A B   
m=video 49156 RTP/AVP 100 
a=tcap:1 RTP/AVPF
a=pcfg:1 t=1
a=rtpmap:100 H265/90000
a=3gpp_360video: cfov=[x=270,y=180] Stereo VDP proj=ERP viewport-ctrl=[device-signalled,presenter-viewport,device-not-signalled]
a=itt4rt_framepacking: A B PPC=0x03  /*media with mid B and mid A are framepacked in this media stream and the packed stream consists of background and overlay*/
a=3gpp_overlay:B [TBD]  /*configuration of the overlay */
a=imageattr:100 send [x=7680,y=4320] 
a=mid:A

m=video 49158 RTP/AVP 99
a=tcap:1 RTP/AVPF
a=pcfg:1 t=1
/*overlay video of closeup of presentation in room A (spherical)*/
a=rtpmap:99 H265/90000
a=imageattr:99 send [x=1280,y=720] [x=640,y=480]
a=mid:B




The following SDP answer excludes the individual encoding of the overlay and includes only the frame-packed stream. 
	SDP answer

	a=itt4rt_group: A B   
m=video 49156 RTP/AVP 100 
a=tcap:1 RTP/AVPF
a=pcfg:1 t=1
a=rtpmap:100 H265/90000
a=3gpp_360video: cfov=[x=270,y=180] Stereo VDP proj=ERP viewport-ctrl=[device-signalled,presenter-viewport,device-not-signalled]
a=itt4rt_framepacking: A B PPC=0x03  /*media with mid B and mid A are framepacked in this media stream and the packed stream consists of background and overlay*/
a=3gpp_overlay:B [TBD]  /*configuration of the overlay */
a=imageattr:100 send [x=7680,y=4320] 
a=mid:A

m=video 0 RTP/AVP 99
a=tcap:1 RTP/AVPF
a=pcfg:1 t=1
/*overlay video of closeup of presentation in room A (spherical)*/
a=rtpmap:99 H265/90000
a=imageattr:99 send [x=1280,y=720] [x=640,y=480]
a=mid:B




An alternative answer is shown below in which the overlay stream is negotiated to be delivered individually encoded. In this case the itt4rt_framepacking attribute is removed from the 360-degree video media description so the overlay is not frame packed. 
	SDP answer

	a=itt4rt_group: A B   
m=video 49154 RTP/AVP 100 
a=tcap:1 RTP/AVPF
a=pcfg:1 t=1
a=rtpmap:100 H265/90000
a=3gpp_360video: VDP PPM=1; sm=Mono; cfov=[x=270,y=180] proj=ERP viewport-ctrl=[device-signalled,presenter-viewport,device-not-signalled];  /*VD delivery with limited sphere capture and ERP projection*/
a=3gpp_overlay:B [TBD]  /*configuration of the overlay */
a=imageattr:100 send [x=7680,y=4320] 
a=mid:A

m=video 49158 RTP/AVP 99
a=tcap:1 RTP/AVPF
a=pcfg:1 t=1
/*overlay video*/
a=rtpmap:99 H265/90000
a=imageattr:99 send [x=1280,y=720] 
a=mid:B



[bookmark: _Toc79678470]6.3.5	Presentation overlay (screen share)
One common situation in a meeting is to present additional material (e.g. slides, video, notes) on a display (screen or projector). When capturing such a display with a 360-degree camera, this can lead to significant quality degradations, based on the characteristics of the camera, display and lighting conditions. Simply most setups will not allow to capture both users and display both in high detail and ideal lighting, and display refresh rate and camera capture rate are often mis-aligned. To mitigate this problem the ITT4RT client allows to replace the captured content with the original presentation material. We can consider the replacement of image data in the 360-degree video as a special case of overlays that should either be handled in sending client of the 360-video or in the network (MRF/MCU) in the following way:
1. Signal that content replacement is available
1. Signal material as display content in 360-recording
1. Identify position of content in 360-recording
1. Replace content or signal overlay parameters

Signal that content replacement is available
Currently the 360-degree video is indicated with the “a:3gpp_360video” attribute in the SDP negotiation (section 6.1). In order to indicate that content overlay replacement is available the SDP negotiation should add a new attribute “a:3gpp_360video_overlayreplacement:true”. This can either be done in the SDP offer by the sending 360-degree ITT4RT client or by the response from a central MRF/MCU entity.
Note: this step can be skipped if the replacement is fully handled in the 360-degree sending client (i.e. this client both is responsible for capturing the 360-degree content and the display of the presentation content)
Signal material as display content in 360-recording
The availability of the presentation content should be signalled with the SDP parameter “a=content:slides”[29].   Note: this step can be skipped if the replacement is fully handled in the 360-degree sending client (i.e. this client both is responsible for capturing the 360-degree content and the display of the presentation content)
Identify position of content in 360-recording
How the position is determined should be left as implementation detail that does not need further specification. The output of this analysis shall include the position of the content in the 360-degree video with the associated overlay characteristics to overlay/replace the image accordingly.
Note: Ideally while receiving both the 360-degree video and the presentation content the region should be identified automatically (e.g. with image recognition tasks like pattern matching [28]). However, a manual process could also be possible when handled directly by the sending UE.
Note: Assuming a static configuration of the 360-degree camera the content position only needs to be identified once for the lifetime of a ITT4RT communication session. Even if the presentation content changes positional parameters in the 360-degree video might be reused.
Replace content or signal overlay parameters
The solution is based on the definition of OMAF edition 1 that the remote users “viewing position is the centre of the unit sphere” [4] of the 360-degree image of the conference room. This means that all users view the 360-degree conference from the centre of the sphere, which is the capture position of the 360-degree camera.
Two options to replace content are possible, a) replace content directly in the 360-degree video (by injecting and re-encoding an adjusted version of the content given the identified overlay characteristics) and b) sending the video separately as overlay in the way specified in chapter 6.3.
Replacing the content directly in the 360-degree video can be done either in the sending client of the 360-degree video or in the network (MRF/MCU).
[bookmark: _Toc79678471]7.4	Potential Solutions for Still Background for Omnidirectional Video
A still background may be used when 
1. The captured FoV of the sender’s cameras is less than 360-degrees. 
In this case, the sender may use a background image (or a series) that was (were) captured previously and distribute it to the receivers. The area will be viewed as a still image even when it is within the viewport. 
1. The captured FoV of the camera is 360-degrees but the (preferred) FoV of the receiver is less than 360-degrees. 
The receiver may signal a desire to receive the content outside the preferred FoV as a still image, to improve bandwidth efficiency. It may further request an updated image of the background at a later stage. The area will be viewed as a still image even when it is within the viewport.
1. The network is unable to support a full 360-degree video stream. 
If the network is unable to support the full 360-degree video stream, the sender/receiver may choose  to deliver the content outside the viewport as a still image in order to save bandwidth. Only the content outside the viewport region is transmitted as a still image; the content within the viewport is transmitted as a video stream. 
It is possible for the sender and receiver to negotiate this behavior at the beginning or during the session using SDP. An appropriate quality and update interval may be fixed for background images. If the background image is used for adaptation to network conditions, it is possible that the update frequency and quality is lowered by the sender or the receiver when needed. One possible example realization is by having two RTP streams: one which carries the still image(s) background content, and another one which carries the viewport content.
[The following Figure 1 shows a signaling diagram of one of the above scenarios.

              

Figure 1: Signalling to allow sending background as a still image with chosen quality and update interval.]
[bookmark: _Toc79678472]7.5	Potential Solutions for Network-based Stitching
MPEG Network-based Media Processing (NBMP) in ISO/IEC 23090-8 [11] may be used to establish media processing tasks for network-based stitching at MRF/MCU sink to be performed on received media components from the MTSI sender(s). In particular, the NBMP Workflow Description Document for the 360 stitching workflow may be provided to the MRF/MCU, which would then use the information during negotiation of the media streams to be used in the session and subsequent media plane processing, e.g., as per the example workflow provided in clause 8.2. In addition to 360 stitching, NBMP can also be used for initiating other media processing workflows in MRF/MCU such as guided transcoding, overlaying on image or video backgrounds or view-dependent content customization.
[bookmark: _Toc79678473]7.6	SDP Signalling of 360-degree Video
[bookmark: _Toc79678474]7.6.1	Design Principles
This section describes the principles we followed to design the SDP signaling for ITT4RT 360-degree video:
· Identifying the type of stream
The SDP attributes 3gpp_360video, 3gpp_overlay, 3gpp_360bg are used to indicate respectively a 360-degree video stream, a spherical overlay and a 360-degree background image (or series of images or video). These are explained more clearly later. 
· Offering 360-degree video in multiple versions
The media with attribute a=3gpp_360video may not be a full 360-degree video, but a partial sphere. The following fields define the 360-degree video. 
0. cfov (Capture FoV) may be used to express the extent (range) of the source with respect to the unit sphere. The range is expressed in unit of degrees with an x parameter for azimuth range and a y parameter for elevation range. In the absence of cfov, the default value of x and y are 360 and 180 degrees, respectively. 
0. pfov. The receiver may respond with a Preferred FoV, where pfov <= cfov in one of both the x and y dimensions. The pfov range is expressed in unit of degrees with an x parameter for azimuth range and a y parameter for elevation range. In the absence of pfov, it should be assumed to be the same as cfov. 
0. cfov_center and pfov_center attributes may be used to define the center respectively of the Capture FoV and the Preferred FoV with respect to the global coordinates. The range in pfov and cfov pass through the defined center. In the absence of a cfov_center or pfov_center value, the global (0,0) coordinates will be assumed as the center of azimuth and elevation range in cfov and/or pfov. These two parameters are expressed in units of degrees with an x parameter for azimuth range and a y parameter for elevation range.
During a VR conference call, a 360-degree video sender may offer an overlay and a 2D version of the ominidirectional video for receivers that are not viewing the content immersively. For example, in the case of multiple 360-degree sender, receivers in of sender A for instance can receive the stream for sender B as an overlay. The SDP offer is similar to the way MTSI offers multiple encoding options, so each receiver would choose only one of these proposed formats. 
· Viewport control definition
The viewport control parameter as defined in 9.10 is added as part of the 3gpp_360video as follows: 
- viewport-ctrl: The source of viewport control for viewport dependent delivery, e.g., device-signalled, presenter-viewport, device-not-signalled. 
[- margin: margin sizes to be used with the viewport]  
· Resolution of 360-degree content
The imageattr attribute indicates the resolution of the delivered content based on the cfov and pfov options. 
a=imageattr:100 send [x=1920,y=1080]
· Background area
A background stream may be offered for a 360-degree video as a separate stream using the parameter 3gpp_360bg. For now, the ITT4RT use cases only propose using a still background image. However, the same parameter can be used for a background video. 
Note: Additional information may be needed to define the background stream that is FFS,  e.g., sphere-locking, transparency. 
· Grouping of media
Grouping of certain overlays or background media with a particular omnidirectional video may be done using mid and itt4rt_group attribute. If a new media stream becomes available, an updated itt4rt_group line using previously shared mids can be added in the new offer with the new stream. 
· Overlays definition
The following aspects are considered for SDP signalling when sending an overlay: 
· A media level attribute a=3gpp_overlay indicates the presence of an overlay. The attribute further defines aspects of the overlay including flags and position. 
· flags: set of eight flags related to overlay positioning, moveability, on/off behavior and resizing is included for overlay media streams. 
· position: position of the overlay on the spherical region if it is to be defined. The fields for position are defined in section 6.3 of PD. Depending on the values within position, a spherical and 2D overlay can be differentiated. 
	Bit Position
	Flag and Value

	0
	0 = Viewport Relative, 1=Sphere relative

	1
	Change_position_flag 

	2
	Switch_on_off_flag 

	3
	Resize_flag

	4
	Rotation_flag

	5
	Opacity_flag

	6
	Timeline_change_flag 

	7
	Reserved 



The different usages of the parameters required for the SDP signalling of ITT4RT 360 fisheye video are described as follows:
· Identifying the 360 fisheye video stream
Currently three main SDP attributes, 3gpp_360video, 3gpp_overlay, 3gpp_360bg are defined, indicating respectively a 360-degree video stream, a spherical overlay and a 360-degree background image.
We propose to add an additional 3gpp_fisheye attribute that is used to indicate a 360 fisheye video stream.
· Fisheye video SDP attribute parameters
Session level parameters, such as the number of circular fisheye images, can be newly defined as attributes to SDP signalling in order to aid session establishment between the sender and receiver for fisheye video.
· Fisheye video information parameters
Fisheye video information which are required for the stitching or and/or rendering of 360 fisheye video, and which are not necessarily required for the SDP offer and answer (session establishment) negotiation can either be carried inside the SDP signalling, if static for the session, or by some other means if dynamic.
Session static parameters (such as those describing the bitstream characteristics) which are already defined in ISO/IEC 23008-2 as SEI messages may use the ‘sprop-sei’ parameter as specified in clause 6.1 of the PD, but further recommendations in terms of the parameter’s use in conjunction with embedded bitstream metadata should be clarified.
Examples given in IETF RFC 7798 on the usage of the ‘sprop-sei’ parameter imply that certain applications may choose to carry and send SEI messages in sprop-sei rather than in the bitstream itself, saving bits and allowing one to configure the renderer only once.  For other applications, on the other hand, the SEI messages may be sent both in sprop-sei and also inside the bitstream, depending on the parameter and application characteristics.
· Total number of fisheye circular videos at the capturing terminal
Depending on the camera configuration of the sending terminal, the 360 fisheye video may be comprised of multiple different fisheye circular videos, each captured through a different fisheye lens.
· <fisheye>: this parameter indicates the total number of fisheye videos output by the camera configuration at the terminal
· Fisheye circular video static parameters
In order to enable the quick selection of desired fisheye videos, the following static parameters for each fisheye video are exposed from the video bitstream (semantics are matched with ISO/IEC 23090-2 and ISO/IEC 23008-2).
· <fisheye-img-X> = [<id-X> <azi> <ele> <til> <fov>]
· <id>: an identifier for the fisheye video
· <azi>, <ele>: azimuth and elevation indicating the spherical coordinates that correspond to the centre of the circular region that contains the fisheye video, in units of 2-16 degrees.  The values for azimuth shall be in the range of −180 * 216 (i.e., −11 796 480) to 180 * 216 − 1 (i.e., 11 796 479), inclusive, and the values for elevation shall be in the range of −90 * 216 (i.e., −5 898 240) to 90 * 216 (i.e., 5 898 240), inclusive
· <til>: tilt indicating the tilt angle of the sphere regions that corresponds to the fisheye video, in units of 2−16 degrees. The values for tilt shall be in the range of −180 * 216 (i.e., −11 796 480) to 180 * 216 − 1 (i.e., 11 796 479), inclusive
· <fov>: specifies the field of view of the lens that corresponds to the fisheye video in the coded picture, in units of 2−16 degrees.  The field of view shall be in the range of 0 to 360 * 216 (i.e., 23 592 960), inclusive
· Stream packing of fisheye circular videos
Depending on the terminal device capabilities and bandwidth availability, the packing of fisheye circular videos within the stream can be negotiated between the sending and receiving terminals.
· <maxpack>: this parameter indicates the maximum supported number of fisheye videos which can be packed into the stream by the terminal device
[
Viewport-dependent processing of fisheye videos can be achieved as follows: By exposing the coverage information of each fisheye circular video using the above parameters, the collective multitude of which makes up the whole 360 video, a receiving terminal device can opt to select only the required fisheye videos needed to render the current viewport of the user. Through these parameters, a receiving terminal device can select the desired fisheye packing configuration of the video stream during SDP negotiation, as well as the initial desired fisheye videos using the id parameter. Dynamic selection of the desired fisheye videos can be enabled using RTCP-based signalling of the desired fisheye videos through their id.  An advantage of such a delivery mechanism is the lack of need for the receiving terminal device to constantly send its viewport information to the sending terminal device, since the receiving terminal device can calculate and request the desired fisheye videos required directly.  This can be done using a combination of the user’s current viewport, and the coverage information as exposed in the SDP offer from the sending terminal device.
]
[bookmark: _Toc79678475]7.6.2	Example syntax for session description of 360-degree video
The following example consists of an SDP offer for video content as (i). 360-degree video, (ii). Spherical overlay and (iii). 2D flat video. The 360-degree video has an azimuth range of 270 degrees. A background image is provided with the video.  
Note: The margin attribute in the SDP fields is for FFS.
	[bookmark: _Hlk41555131]SDP offer

	a=itt4rt_group: A B   /*create group between 360-degree video and background image*/

m=video 49154 RTP/AVP 98 100 99
a=tcap:1 RTP/AVPF
a=pcfg:1 t=1
b=AS:950
b=RS:0
b=RR:5000

/*360-degree video of sender A*/
a=rtpmap:100 H265/90000
a=3gpp_360video:100 cap=VDP; sm=Mono; cfov=[x=270,y=180] proj=ERP viewport-ctrl=[device-signalled,presenter-viewport,device-not-signalled];  /*VD delivery with limited sphere capture and ERP projection*/
a=imageattr:100 send [x=7680,y=4320] recv [x=1280,y=720] 
a=mid :A

/*overlay video of sender A (spherical)*/
a=rtpmap:99 H265/90000
a=3gpp_overlay:99 flags=0x03  position:[]  /*position/size of the overlay as defined in PD*/
a=imageattr:99 send [x=1280,y=720] [x=640,y=480]

/*flat video of sender A*/
a=rtpmap:98 H265/90000
a=3gpp_overlay:99 flags=0x03 position=[]  /*position/size of the overlay as defined in PD*/
a=imageattr:98 send [x=1280,y=720] [x=640,y=480]

/*background image*/
m=image 49174 sctp /* SCTP is used only as example*/
a=3gpp_360bg:cfov:[x=90, y=180] cfov_center:[180,0] /*background image*/
a=mid:B

a=rtcp-fb:* trr-int 5000
a=rtcp-fb:* nack
a=rtcp-fb:* nack pli
a=rtcp-fb:* ccm fir
a=rtcp-fb:* ccm tmmbr


Note: The above example consists of only an SDP offer. An SDP answer can be added to this for completeness in a later contribution.
Editor’s Note: The specific parameters signaled as part of the three main SDP attributes are FFS. The purpose is to have a starting point for SDP signaling in ITT4RT and come to a comprehensive solution.
[bookmark: _Toc79678476]7.6.3	Example syntax for session description of fisheye video
An example SDP offer is shown below:
	SDP offer

	m=video 49154 RTP/AVP 99
a=tcap:1 RTP/AVPF
a=pcfg:1 t=1
b=AS:10000
b=RS:0
b=RR:2500
a=rtpmap:99 H265/90000
a=fmtp:99 profile-id=1; level-id=93;
a=imageattr:99 send [x=1920,y=1080] [x=1280,y=720]
a=3gpp_fisheye:99 fisheye=4 [id=1 azi ele til fov] [id=2 azi ele til fov] [id=3 azi ele til fov] [id=4 azi ele til fov]; maxpack=2;
a=sendonly



As an example, a receiving terminal which only receives fisheye video (and possibly sends a 2D video to the sender) replies with an SDP answer containing only the selected fisheye videos equal to the number as selected by the value of maxpack in the corresponding m-line, which is set to recvonly.
[bookmark: _Toc79678477]7.7	Multi-Party Calls
Multiparty calls with 360-degree video can be established using MSMTSI. In case of 2D video, an MRF/MCU may be able to switch the content of a media stream, e.g., switching the video content to another participant’s video stream. For any 360-degree stream that is being consumed on a HMD device, switching the content automatically and too frequently from one participant stream to another may cause motion sickness. Therefore, the following aspects should be considered when including 360-degree streams in an MSMTSI session: 
1. Main Video:  
If a 360-degree video is the main video, the content should not change automatically in a way that may cause motion sickness for HMD users. 
In the case the main video is a 2D stream in a session with 360-degree content, the former will be treated as the main overlay for an HMD viewer.
In case of multiple 360-degree videos identified as "a=content:main", the receiver may choose the one it wants to view as 360-degree content and the remainder as overlays if overlay streams are offered; the order in SDP offer may indicate the priority. Switching from one 360-degree video to another requires SDP signalling; the application may prompt the users to allow adjustment to their orientation and, consequently, prevent motion sickness. 
1. Thumbnail Videos: 
2D video thumbnails can be displayed as overlays by HMD viewers. 
A 360-degree video stream that is not the first “m=” line with 360-degree video nor has been explicity identified with "a=content:main" or "a=content:slides", can be treated as thumbnail 360-degree content. Thumbnail 360-degree content should be low-resolution with Viewport Independent Processing. 
1. Non-conversational Videos: 
A 360-degree video may be shared as non-conversational using the tag "a=content:slides", which can be displayed as the main 360 content on HMD. If there already exists a main 360-degree video, the non-conversational video is displayed as an overlay or as picture-in-picture if an overlay stream is not offered. 
Editor’s note: Further clarifications such as on MSMTSI tag usage, ITT4RT usage in context of MSMTSI, etc. need to be added.
[bookmark: _Toc79678478]7.8 Potential solutions for Immersive Audio

While the ITT4RT work item targets immersive audio with IVAS, time lines of this work item and IVAS may not match. Therefore, solutions for the audio aspect are necessary, which can range from mono, non-immersive audio using the EVS codec to provide a basic level of audio (with at least super-wideband) support to stereo audio using the EVS codec in dual-mono configuration to immersive audio using multiple instances of the EVS mono codec.

To enable baseline audio support, support for super-wideband speech should at least be specified as part of ITT4RT services, which implies support for the EVS codec. This configuration is completely characterized in TS 26.952 and fully specified in TS 26.114.

In TS 26.114 also dual-mono speech is specified, which could serve as an initial step towards immersive audio. Such configuration is however not characterized and also overlaps with the IVAS work item, which explicitly mentions the expectation of a stereo as part of the EVS extension.

Ultimately, the IVAS codec as an EVS extension is expected to cover all aspects, from mono (by using the EVS part) to stereo, to fully immersive audio, e.g. scene-based, object-based and channel-based audio (including potential metadata). 

Considerations in clause 6.7 of this document for MSMTSI equally apply to speech using the EVS codec, as already specified in TS 26.114.


6.9 Potential solutions for pausing and resuming RTP media streams 

To save bandwidth when media streams are not rendered at the media receiver, the transmission of particular media streams can be paused at the media sender and later resumed when the media is to be rendered.  Codec Control Messages (CCM) for the support of this pause and resume functionality have been defined in RFC 7728 [25]. This capability has already been introduced in 3GPP TS 26.114 for MSMTSI clients.
The usage of pause/resume messages for the control of media flows is described below: 

1. The sender and receiver use SDP[footnoteRef:2] to negotiate the different media streams of the session.  [2:  ] 

1. Using the a=rtcp-fb ccm pause attribute and parameter values as specified in [25], the sender indicates the capability to support receiving and acting on PAUSE and RESUME requests targeted for RTP streams it sends.  The optional parameter setting of a=rtcp-fb ccm pause config=3 could be used by the overlay sender to indicate that it will only receive and react to PAUSE and RESUME requests but will not send these requests.
1. Using the a=rtcp-fb ccm pause attribute and parameter values as specified in [24] and [25], the overlay receiver indicates the capability to support sending PAUSE and RESUME requests targeted for RTP streams it receives.  The optional parameter setting of a=rtcp-fb ccm pause config=2 could be used by the overlay receiver to indicate that it will only send PAUSE and RESUME requests and but does not support receiving these requests.
1. Once the ITT4RT session begins, the receiver may  request pausing or resuming a  particular media stream based on user interaction or a set of rules, e.g. the receiver determines that the region of interest of an overlay media stream overlaps with the current viewport. Using the procedures specified in clause 8 of [25], the receiver sends the appropriate PAUSE or RESUME request for that media stream to the sender.
1. Upon receiving the PAUSE or RESUME request, the media sender can pause or resume transmitting the media stream as requested.
The pause/resume solution has the following advantages:
1. RTP Stream Pause and Resume functionality has been specified in RFC 7728.
1. Support of RTP Stream Pause and Resume functionality has been mandated in 3GPP TS 26.114 for MSMTSI terminals.
1. This provides a simple transport-level solution that avoids having to define and specify application-level functionality and signalling.
[bookmark: _Toc79678479]7.10 Potential solutions for multiple 360 video
Support for multiple 360 videos should utilise the already defined attributes for 360 video in the current CR, with additional information for the possible identification of the 360 video source, as well as possible limitations to the selectable group by a remote participant.
In such a scenario, the topology would be a star topology with an MRF as the single, central point responsible for the re-distribution of content.  Through the SDP negotiation between the MRF (as a Tx client) and corresponding remote participants (Rx clients), the receivers may choose to receive only the content it selects, rejecting the others.
Identifying a 360 video from a multiple of 360 video media streams available at the MRF
360 video media are identified by either the a=3gpp_360video or a=3gpp_fisheye media line attributes.
When there are multiple 360 videos each from a different source, for the m=lines representing 360 videos from the conferencing location (from its conference rooms), the MRF shall include under these m=lines the ‘content’ attribute:
· 360 video from the main default conference room at the conference location shall include the ‘content’ attribute with its value set to ‘main’
· 360 video from other conference rooms at the conference location that are not the main default conference room shall include the ‘content’ attribute with its value set to ‘alt’
· 360 video from other remote participants (user devices) shall not include the ‘content’ attribute.

Use of the ITT4RT group attribute to restrict possible selection combinations
The itt4rt_group attribute defines one group using mids, where the list of mids in the itt4rt_group shall include at least one mid associated with 360-degree media and at least one mid associated with an overlay as defined by the mid attribute in the corresponding media description.
In the SDP offer from the MRF to a remote participant, when there are multiple 360 videos from multiple sources available to the MRF, there may be multiple groups under the itt4rt_group attribute, with each group containing one mid associated with 360-degree media, and other mids associated with 2D video media from sources not corresponding to that of the 360-degree media source specified inside the group.  These 2D video media may or may not be defined as overlays.
An example ABNF syntax may be:
a = itt4rt_group: <mid1> SP <mid2> SP <mid3> SP ; <mid4> SP <mid5> SP <mid6> SP ; …

Multiple itt4rt_group is a single session
The below text is from RFC 5888:
"There MAY be several "a=group" lines in a session description.  The "a=group" lines of a session description can use the same or different semantics.  An "m" line identified by its "mid" attribute MAY appear in more than one "a=group" line."
Therefore, the itt4rt grouping semantics may allow multiple a=itt4rt_group in a session since a ITT4RT-Rx client will only select one group. 
Example for Multiple itt4rt_group is a single session
Assume that there are 3 conference rooms; each sending a 360-video and 2 overlays, to the MRF
Conference room A with a 360-video 360A and two overlays OA1, OA2. 
Conference room B with a 360-video 360B and two overlays OB1, OB2. 
Conference room C with a 360-video 360C and two overlays OC1, OC2. 
Scenario 1: All conference rooms allow grouping of media streams with each other
In this case only single itt4rt_group would be sent by the MRF to the ITT4RT-Rx client
	a= itt4rt_group:<360A> SP<OA1> SP <OA2> SP;<360B> SP <OB1> SP <OB2> SP;<360C> SP <OC1> SP <OC2>;
Scenario 2: Conference room A doesn't allow grouping of its media streams with media streams from other rooms.  Conference room B and C allows grouping.
In this case 2 itt4rt_group would be sent by the MRF to the ITT4RT-Rx client. One with the media streams of A alone. Another with itt4rt_group from room B and C
	a= itt4rt_group:<360A> SP <OA1> SP <OA2>
      a= itt4rt_group:<360B> SP <OB1> SP <OB2> SP;<360C> SP <OC1> SP <OC2>
Proposed Solution for Multiple itt4rt_group is a single session
When an ITT4RT-Tx client sends 360 video media stream to the MRF, it may include an attribute "a= other_overlays", which indicates if the MRF is allowed to group the media streams from that ITT4RT-Tx client with media streams from other ITT4RT-Tx clients. If all ITT4RT-Tx clients allow other_overlays, the MRF will group all itt4rt_group from all conference rooms into a single itt4rt_group from the MRF to the ITT4RT-Rx client. If any one or more ITT4RT-Tx clients do not allow other_overlays, it would be grouped in a separate itt4rt_group group. Therefore, the MRF would group all overlays which allow other_overlays in a single itt4rt_group, whereas separate itt4rt_group would be created if other_overlays are not allowed for any of the ITT4RT-Tx clients. If multiple itt4rt_group is created, an ITT4RT-Rx client would need to re-negotiate the session to see the media streams from other itt4rt_group. However, doing so may add further burden on the signaling nodes. 
Offering 2D video from a 360 video source
When there are multiple 360 videos from different sources in a conference, a remote participant will typically receive only one 360 video from the MRF, which originates from a given source at any given time.  For other sources which also offer 360 video, an alternative 2D video media stream may also be offered in the SDP offer to the remote participant by the MRF/MCU.  Such 2D video may have been sent from the original source to the MRF/MCU, or may alternatively have been created by the MRF/MCU from the original source 360 video.
When alternative 2D video is available from the MRF/MCU, in the SDP offer to a remote participant, this alternative 2D video may be included under the same media line as the 360 video originating from the same source (as a different format number/payload type), or as a separate media line altogether.  When alternative 2D video originating from a 360 video conference room source is offered as a separate media line, these media lines shall also include the ‘content’ attribute with its value set to ‘main’ or ‘alt’, in accordance with the equivalent 360 video media lines.
The number of SDP m= lines may increase proportionally to the number of ITT4RT-Tx clients (if not limited by the conference application).  Assuming that the SDP size will become a problem at some point, it could be desirable to consider ITT4RT clients to be able to parse some maximum received SDP size and at least reject / disable the unsupported m= lines.
[bookmark: _Toc79678480]7.11 Potential solutions for carriage of images in overlays
[bookmark: _Toc79678481]7.11.1 Carriage of HEIF images
Background
High Efficiency Image File (HEIF) Format 
The HEIF format is defined in ISO/IEC 23008-12. It specifies the storage of images and image sequences and their metadata into ISOBMFF-based container files. HEIF defines a generic codec-agnostic structure for the storage of images, but also provides an instantiation based on H.265/HEVC codec. 
HEIF follows the ISOBMFF design rules for the storage of media. As such, image sequences are stored in tracks and still images are stored as metadata items. In the former, the images are coded together, thus the coded images will have some decoding dependencies. In the latter, the images are coded independently from each other. 
An ISOBMFF container file that stores images with HEVC encoding is identified by the “heic” or the ”hevc” brands correspondingly, which are found in the “ftyp” box at the beginning of the ISOBMFF box. The MIME types of these files is set to “image/heic” for still images and “image/heic-sequence” for image sequences. 
The following figure shows a rough structure of the HEIF format that stores images and image sequences.
[image: ]

Example structure of HEIF container file
The images in a container may be assigned different roles. The following roles are identified:
· Cover image: the default image that is shown in the absence of other information on the display preference. Only one cover image may be defined in a HEIF 
· Thumbnail image: a small resolution image corresponding to a master image
· Auxiliary image: an image that complements a master image, containing e.g. a depth map. 
· Master image: a main image in the container file that is a full resolution.  
· Hidden image: an image that is not intended to be displayed.  
· Pre-computed derived image: a coded image that has been derived from other images
· Coded image: a coded representation of an image
· Derived image: is an image that has to be derived using some operations and a reference to other images in the container file. The defined operations include: cropping, rotation, mirroring, and composition.
Image sequences may only take master, auxiliary, or thumbnail image sequence roles.
The images are stored with their own metadata in the container file. The initialization information is stored in the sample entry as part the sample description box for image sequences. For still images, it is stored as part of the item property container box as item properties. This metadata contains information like dimensions of the image, codec initialization information, etc.
Additional metadata such as pixel aspect ratio, color information, and bit depth can be present in item property container boxes and reference the actual images using the “cdsc” reference type in the item reference box.
For image sequences, the specification defines playback control features to describe:
· Images that are not to be displayed
· Slideshow vs image collection
· Playback timing for slideshow
· Looping of the slideshow
· Transformations on the images
To facilitate access to a specific image in an image sequence, sample grouping is used to indicate the decoding dependencies of that image. The decoder doesn’t need to decode all images of an image sequence.

RTP Payload Format for HEVC
The RTP payload format for HEVC is defined in [6]. It is currently supported by MTSI for the transport of video streams. 
The payload format defines the usage of the RTP header when carrying HEVC payload, the packetization of the HEVC coded NAL units into RTP packets, the SDP description, and payload header extension mechanisms.
[Carriage of Images and Image Sequences
Both images and image sequences may be used as overlays or 360 backgrounds in the context of ITT4RT. The HEIF format is used as the source for the overlay. The transmission shall be HEVC compliant, i.e., the image items and image sequences shall be extracted from the HEIF source and transmitted using the HEVC payload format. 
The ITT4RT-tx client shall indicate the following information to the receiver:
· That the stream is an image stream
· Whether the stream carries image sequences or still images or both.
· The number of still image items 
· The number of images in an image sequence
· The transmission mode for the still images or image sequences. The transmission mode may be set to “coupled” to indicate the coupling of transmission and display, in which case the display time is always determined by the RTP timestamp. Alternatively, it may be “decoupled” to indicate that the transmission is independent from presentation, so that the presentation timing is provided separately to support use cases such as storage and looping. 
· The display order of the images in a still image collection or image sequences, in case the transmission mode is set to “decoupled”.
· Image metadata for each of the image items or samples, including image dimensions, image role, etc.
To support this signaling, a new “image” SDP attribute is added to identify that the stream carries still images or an image sequence. The “image” attribute has the following ABNF syntax:
image_attribute=”a=image:” pt SP transmission_mode SP item_count
transmission_mode=”tmode=” (”coupled” / “decoupled” [“;” store] [“;” loop])
item_count=”count=” 1*DIGIT
metadata_index=”meta=” 1*DIGIT
store=”store”
loop=”loop”
The fields have the following semantics:
pt: the payload type used for the carriage of this image collection or image sequence. In the presence of multiple image sequences or a mix of image collections and image sequences, different payload types shall be used for the different sequences or image collection.   
transmission_mode: the transmission mode coupled, indicates that the overlay images will be continuously streamed (retransmitted) for as long the overlay is to be rendered. The RTP timestamp shall be used to determine the presentation time of the overlay image. The images are not required to be stored and no looping is performed. All images are expected shall be master images in this case. In case of “decoupled” transmission mode, the presentation of the images is overwritten by the image metadata. The RTP timestamps shall be used to determine the index of the images. 
item_count: provides the number of images in the corresponding image collection or image sequence.
store: for the decoupled transmission mode, the store flag tells the receiver whether to store the images for continuous presentation or not. This allows the transmission session to be much shorter than the actual presentation. In particular, a still image overlay is typically stored for presentation throughout the lifetime of the overlay.
loop: for the decoupled transmission mode, the loop flag indicates if a the image collection or image sequence shall be looped or whether the last image item in the collection or image sequence is to remain in display.
The carriage of the metadata for the image items in an image collection or image sequence is performed using the “image-metadata” attribute, which is defined as follows:
image-metadata=”a=image-metadata:” pt SP coded-metadata
Where coded-metadata is base64 coded image metadata for the corresponding image collection or image sequence.
The image metadata shall have the following format:

	image_metadata(pt,image_count) {
	

	  for(i=0;i<image_count;i++) {
	

			image_properties()
	

			display_info()
	

			extension_info()
	

		}
	

	}
	

	image_properties() {
	

		clap_present_flag
	1

		irot_present_flag
	1

		imir_present_flag
	1

		other_properties()
	1

	  reserved
	4

		if (clap) CleanApertureBox()
	

		if(irot) ImageRotation()
	

		if(imir) ImageMirror()
	

		other_properties()
	

	}
	

	display_info() {
	

		Order
	u(8)

		Duration
	u(16)

	}
	

	other_properties() {
	

		Property_count
	

	  for (i=1;i<=property_count;i++) {
	

	    4cc_code
	

	    ItemProperty()
	

	  }
	



All image properties shall be formatted according to their definition in [26].
The display_info provides information on the display order of each image in the image collection or sequence. An order of 0 means the image is not to be rendered. This might be the case for auxiliary or hidden images. The duration indicates for how long the image is to be rendered in units of a 90kHz clock. 
The metadata information shall be base64 encoded and provided as part of the image-metadata attribute for each image collection or image sequence independently.
Note that coupled transmission mode may be suitable for a live overlay stream, e.g. a live slide presentation. The decoupled transmission mode is suitable for preset content, such as a timed slideshow. 
An ITT4RT-Rx client that doesn’t support static images will remove the image attribute. In such case, the ITT4RT-Tx client should transmit the static image as a regular continuous video stream that conforms to the MTSI requirements for an HEVC compressed video stream. If that is not possible, the ITT4RT-Tx client shall revise its offer to remove that media line.
An ITT4RT-Tx client that supports the image attribute but does not support the decoupled mode or cannot provide the requested storage functionality shall reply with the mode set to “coupled” in the answer. The ITT4RT-Tx client shall support falling back to the coupled mode.

An ITT4RT-Rx client that supports static images shall support the Main profile and the Main Still Picture profile of HEVC. 


Example SDP

The following table shows an example SDP for the carriage of image collections and image sequences:
	.
.
.
m=video 49170 RTP/AVP 98,99
a=rtpmap:98 H265/90000
a=fmtp:98 profile-id=1;sprop-vps=<video parameter sets data>
a=image:98 tmode=coupled count=14
a=image-metadata:98 coded-metadata=<base64 coded metadata>
a=rtpmap:99 H265/90000
a=fmtp:99 profile-id=1;sprop-vps=<video parameter sets data>
a=image:99 tmode=decoupled;store=1;loop=1 count=6
a=image-metadata:99 coded-metadata=<base64 coded metadata>
.
.
.


]
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[bookmark: _Toc79678483]9	Example Signalling flows
[bookmark: _Toc79678484]9.1 Immersive Teleconferencing with In-Camera Stitching
[bookmark: _Hlk12358505]For in-camera stitching, stitched immersive video is sent from the conferencing room to the conferencing server (e.g., MSMTSI MRF) or directly to the remote participant (e.g., one-to-one conversation) in one or more RTP streams (e.g., established via SDP). Multiple RTP streams may be used in case tile or sub-picture based delivery optimization is in use. We consider a point to point communications scenario in this example so there is no conferencing server in between. An example signaling flow is depicted in Figure 8.1.1.


Figure 8.1.1 – Example Signaling flow for immersive conferencing with in-camera stitching
1- The Remote Participant UE sends an SDP offer to the Conference Room Terminal indicating immersive media capabilities including 360 video support, e.g., based on the potential solution described in clause 6.1. Optionally, the Remote Participant UE may also include viewport-dependent processing capability in the SDP offer, e.g., based on the potential solution described in clauses 6.1 and 9. Two or more RTP streams may be included in the SDP offer in case viewport-dependent processing is offered, e.g. one RTP stream for the base 360 video and another viewport-optimized RTP stream, with the high quality 360 video corresponding to the desired viewport. 
2- The Conference Room Terminal responds to the Remote Participant UE with an SDP answer confirming immersive media capabilities including 360 video support. Optionally, the Conference Room Terminal may also accept viewport-dependent processing capability in the SDP answer. In case viewport-dependent processing is accepted, the SDP answer from the Conference Room Terminal may include multiple RTP streams.
3- The Conference Room Terminal streams the RTP media flow with immersive media including 360 video to the Remote Participant UE. 360 video transmission could be based on the RTP payload formats for HEVC that carry SEI messages describing immersive media metadata as described in clause 6.1.
4- (Optional) The Remote Participant UE signals the desired Viewport Information to the Conference Room Terminal using a dedicated RTCP feedback message, e.g., based on the potential solution described in clauses 6.1 and 9.
5- (Optional) The Conference Room Terminal streams the viewport-optimized RTP media flow with immersive media including 360 video to the Remote Participant UE. Information on the actually transmitted viewport may also be included in the RTP media flow, e.g., based on the potential solution described in clauses 6.1 and 9. In case two RTP streams are negotiated, then the viewport-optimized RTP stream containing the high quality 360 video may contain this information.
EDITOR’S NOTE: Further details on SDP examples are to be provided.
[bookmark: _Toc79678485]9.2 Immersive Teleconferencing with Network-Based Stitching
For network-based stitching, multiple RTP streams are established (e.g., via SDP, using MSMTSI) between the conferencing server and conference room, each of which carries a particular 2D capture. These RTP streams are then sent from the conference room to the conferencing server and the conferencing server performs decoding, stitching, and re-encoding to produce one or more RTP streams containing the immersive video, which are then distributed to the remote participants (e.g., again via MSMTSI). Multiple RTP streams may be used for the immersive video in case tile or sub-picture based delivery optimization is in use. An example signaling flow is depicted in Figure 8.2.1.




Figure 8.2.1 – Example Signaling flow for immersive conferencing with network-based stitching
1- The Remote Participant UE sends an SDP offer to the Conferencing Server (e.g., MSMTSI MRF) indicating immersive media capabilities including 360 video support, e.g., based on the potential solution described in clause 6.1. Optionally, the Remote Participant UE may also include viewport-dependent processing capability in the SDP offer, e.g., based on the potential solution described in clauses 6.1 and 9. Two or more RTP streams may be included in the SDP offer in case viewport-dependent processing is offered, e.g. one RTP stream for the base 360 video and another viewport-optimized RTP stream, with the high quality 360 video corresponding to the desired viewport. 
2- The Conferencing Server forwards the SDP offer to the Conference Room Terminal to see it is capable of supporting immersive media. The SDP offer also indicates 2D video capabilities as a fallback in case the Conference Room Terminal is not capable of immersive media support. Multiple RTP streams may be included in the SDP offer.
3- The offered media is rejected by the Conference Room Terminal indicating that it has no support for immersive media. Instead, the Conference Room Terminal sends an SDP answer to the Conferencing Server indicating its 2D video capabilities. Multiple RTP streams may be included in the SDP answer depending on the capture capabilities of the conference room.
4- The Conferencing Server responds to the Remote Participant UE with an SDP answer confirming immersive media capabilities including 360 video support. Optionally, the Conference Room Terminal may also accept viewport-dependent processing capability in the SDP answer. In case viewport-dependent processing is accepted, the SDP answer from the Conference Room Terminal may include multiple RTP streams.
5- The Conference Room Terminal streams multiple RTP media flows carrying 2D video to the Conferencing Server.
6- The Conferencing Server stitches the received 2D videos to generate immersive media including 360 video and streams it to the Remote Participant UE. 360 video transmission could be based on the RTP payload formats for HEVC that carry SEI messages describing immersive media metadata as described in clause 6.1.
7- (Optional) The Remote Participant UE signals the desired Viewport Information to the Conferencing Server using a dedicated RTCP feedback message, e.g., based on the potential solution described in clauses 6.1 and 9.
8- (Optional) The Conferencing Server streams the viewport-optimized RTP media flow with immersive media including 360 video to the Remote Participant UE. Information on the actually transmitted viewport may also be included in the RTP media flow, e.g., based on the potential solution described in clauses 6.1 and 9. In case two RTP streams are negotiated, then the viewport-optimized RTP stream containing the high quality 360 video may contain this information.
EDITOR’S NOTE: Further details on SDP examples are to be provided. 

[bookmark: clause4][bookmark: _Toc79678486]4	Examples for styles
The main text of the document should start here, after the above clauses have been added.
The following styles and editing techniques are aimed to help in the formatting of the document using the 3GPP Template: 3GPP_70.dot, available from the 3GPP FTP site (ftp://ftp.3gpp.org/Information).
[bookmark: _Toc79678487]4.1	Heading styles
Heading styles are included in the 3GPP TS Template and are used as follows:
Do not use any built-in automatic numbering for 3GPP documents. Although this is sometimes useful in the early drafting stages of a document, once the document has been placed under change control, the clause numbering needs to be fixed in order to keep cross-reference consistency as the 3GPP specification set develops.
Heading 1:	Used for Main clauses (1, 2, 3, etc.). Also used for Annex clauses (A.1, A.2, etc.).
Heading 2:	Used for Main clauses (4.1, 4.2, 5.1, 5.2, etc.). Also used for Annex clauses (A.1.1, A.1.2, etc.).
Heading 3:	Used for 2nd level clauses (4.1.1, 4.1.2, 5.1.1, 5.1.2, etc.). Also used for Annex clauses (A.2.1.1, A.2.1.2, etc.).
Heading 4 & 5:	Used for 3rd and 4th level clauses and Annex clauses.
Heading 6 & 7:	Not used, instead use style "H6" so that the title appears in the document, but does not appear in the Table of Contents.
Heading 8:	Used for Main Annex titles in Specifications (3GPP TS) (e.g. Annex A (normative): ).
Heading 9:	Used for Main Annex titles in Reports (3GPP TR) (e.g. Annex A: ).
[bookmark: _Toc79678488]4.2	Other common styles
Normal:	Used for main document text.
NO:	Used for Notes in the text (Allows Tab and Indent). See example below.
NW:	Same as NO, but Without line space after. Used when there are many notes in sequence.
NOTE 1:	This is an example of a note formatted in style NW. The style is designed to allow space for note numbering and line wrap with a hanging indent. There is no line space after.
NOTE 2:	This is an example of a note formatted in style NO. The style is designed to allow space for note numbering and line wrap with a hanging indent. There is a line space after.
Bullet styles:	The following bullet styles are provided.
B1:	Bullet level 1 for main bullet points.
B2:	Bullet level 2 for sub bullets.
B3-B5:	for further sub bullets.
NOTE:	Bullets are usually formatted manually, using a hyphen ( - ) or alphanumeric identifiers: a), b), or 1), 2) etc. followed by a tab character. Automatic bullet features should not be used as they may be lost if template styles are re-applied later.
Table styles:	TAH, TAL, TAC, TAR, TAN, for TAble Headers, Left justified, Centred, Right justified and Notes in tables: Style TH is used for the Table Heading (title or caption). See example below.
Table 1: Example of table styles
	Col 1 Header (TAH)
	Col 2 Header (TAH)
	Col 3 Header (TAH)

	Left Justified (TAL)
	Centred (TAC)
	Right Justified (TAR)

	NOTE:	A special style is provided for notes within a table (TAN).



Warning: The default setting for table cells is to disallow rows to break at a page boundary. If you include tables with very long cells, likely to extend beyond the bottom of the page (bearing in mind the table header and the page header and footers, and the margin settings), then you must enable that row's "Allow row to break across pages" setting.
Figure styles:	Figures and graphics are formatted with style "TH" which keeps the figure with the following paragraph, usually the figure title. Figure Titles (captions) are formatted with style "TF". See example below.


Figure 1: Example figure layout. To remove "float over text" select the graphic and "Format Object ..." - De‑select "float over text" in the Position Tab
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Annex <C> (informative):
Bibliography
The Bibliography is optional. If it exists, it shall follow the last technical annex in the document.
The following material, though not specifically referenced in the body of the present document (or not publicly available), gives supporting information.
<Publication>: "<Title>".
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For TRs under change control, use one line per approved Change Request
Date: use format YYYY-MM
CR: four digits, leading zeros as necessary
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