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[4.3.j] ISO/IEC 23090-14:2021 DIS: “Information technology — Coded representation of immersive media — Part 14: Scene Description for MPEG-I Media”

[4.3.k] *Khronos Group, The GL Transmission Format (glTF) 2.0 Specification*, Available at <https://github.com/KhronosGroup/glTF/tree/master/specification/2.0/>

**===== CHANGE =====**

### 4.3.5 MPEG Scene Description

A key technology in enabling immersive 3D user experiences is scene description. Scene description is used to describe the composition of a 3D scene, referencing and positioning the different 2D and 3D assets in the scene. The information provided in the scene description is then used by an application to render the 3D scene properly, using techniques such as Physically-Based Rendering (PBR) that produce realistic views.

A scene description is typically organized as a directed acyclic graph, typically a plain tree-structure, that represents an object-based hierarchy of the geometry of a scene and its attributes/properties. Nodes are organized in a parent-child hierarchy known informally as the node hierarchy. A node is called a root node when it doesn't have a parent. Any node can define a local space transformation.

Spatial transformations are represented by transformation matrices or separate transform operations such as translation, rotation, and scaling. The transformations are applied hierarchically and iteratively from the root node down to the child nodes. Scene description also support animation nodes that allow to animate properties of the corresponding objects over time.

This structure of scene description has the advantage of reduced processing complexity, e.g. while traversing the graph for rendering. An example operation that is simplified by the graph representation is the culling operation, where branches of the graph are omitted, if deemed that the parent node’s space is not visible or relevant (level of detail culling) to the rendering of the current view frustum.

While there are many proprietary solutions for scene description (typically at the heat of game engines, VFX design tools or AR/VR authoring tools), several solutions have also been standardized. In particular, in 2001, Virtual Reality Modeling Language (VRML), which uses and XML syntax, was the first scene description solution to be standardized for WEB usages. Later on, OpenSceneGraph, an open source project using OpenGL that has been released in 2005, has been used as a component in several computer games and rendering platforms such as Delta3D or FlightGear. In 2010, X3D, standardized by ISO/IEC, became the successor of VRML, introduced binary formats and JSON format for scene graph description and featured new capabilities such as multi-texture rendering, shading, real-time environment lightning, and culling. More recently in 2015, the Khronos Group, released the Graphics Library Tramsmission Format (glTF) standard. glTF is an API-neutral, runtime asset delivery format that is based on the JSON format. It is intended to be efficient and interoperable and can be used as a common scene description format for 3D content tools and services.

To address the needs of immersive applications, MPEG is finalizing the development of a scene description solution that adds extensions to glTF to support scene description. glTF 2.0 [4.3.k] provides a solid and efficient baseline for exchangeable and interoperable scene descriptions. However, glTF 2.0 has traditionally been focused on static scenes and assets, which makes it unfit to address the requirements and needs of dynamic and rich 3D scenes in immersive environments.

As part of its effort to define solutions for immersive multimedia, MPEG has identified the following gaps in glTF 2.0:

* No support for timed media
* No support for audio
* Limited support for interactions with the scene and the assets in the scene
* No support for local and real-time media, which are crucial for example for AR experiences

Based on this analysis, MPEG has an ongoing project to extend glTF2.0 with the ability to add timed media to gltf2.0-based scenes standardized in ISO/IEC 23090-14 [4.3.j]. Table 4.3.5-1 summarizes the currently defined extensions to glTF 2.0 in ISO/IEC 23090-14 [4.3.j].

Table 4.3.5-1: MPEG-I defined extensions to gltf2.0 in ISO/IEC 23090-14 [4.3.j].

|  |  |
| --- | --- |
| Extension Name | Brief Description |
| MPEG\_media | Extension for referencing external media sources. |
| MPEG\_accessor\_timed | An accessor extension to support timed media. |
| MPEG\_buffer\_circular | A buffer extension to support circular buffers. |
| MPEG\_scene\_dynamic | An extension to support scene updates. |
| MPEG\_texture\_video | A texture extension to support video textures. |
| MPEG\_mesh\_linking | An extension to link two meshes and provide mapping information |
| MPEG\_audio\_spatial | Adds support for spatial audio. |
| MPEG\_viewport\_recommended | An extension to describe a recommended viewport. |
| MPEG\_animation\_timing | An extension to control animation timelines. |

Additional extensions for the support of interactivity and AR are currently being developed and will be part of the MPEG Scene Description in the next phase.

MPEG also developed an architecture to guide the work on immersive media and scene description. Figure 4.3.5-1 depicts the MPEG-I architecture and defines the key interfaces.



Figure 4.3.5-1: MPEG-I architecture and defines the key interfaces

The design focuses mainly on buffers as means for data exchange throughout the media access and rendering pipeline. It also defines a Media Access Function API to request media that is referenced by the scene description, which will be made accessible through buffers.