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1. [bookmark: _Toc504713888]Introduction
In SP-200399, the new study on “Support of 5G Glass-type AR/MR Devices” has been agreed.
The objective of this study item includes the following:
1) Provide formal definitions for the functional structures of AR glasses, classified as device types of XR5G-A4 (standalone) and XR5G-A2, A5 (wirelessly tethered) in TR 26.928, including their capabilities and constraints with respect to communication, computing and graphics processing, tracking, sensors, display, and power consumption
NOTE 1: Device type of XR5G-A3 (video see-through HMD) are not the primary scope of this study, but are not excluded per se.
2) Describe key use cases for AR services over 5G based on those in Table 4.10 of TR 26.928, map each use case to suitable device types, and define relevant processing functions and reference architectures for the devices that are required to support the use cases, taking into account the constraints and capabilities identified under the first objective.
NOTE 2: The preferred cases will be those capable of delivering experiences previous or existing media services could not support, e.g., those requiring features for AR/MR 3D download, communication or conversational (related to use cases 1, 2, 7, 8, 11, 15, 16, 17, 19, 20, or 23). The study also allows new use cases not covered in TR 26.928. 
3) Describe the architecture for media flow relevant to the use cases identified in the second objective. Identify media (exchange) formats and profiles relevant to the use cases identified in the second objective that can be processed on AR platforms as defined under the first objective. Identify where media processing functions occur and which type of media formats are used for exchange between these elements to the described architecture. 
NOTE 3: Exchange formats include both, formats and signals consumed on AR devices (e.g. overlays, scenes, animations) as well as those that are generated (and shared) on/by those (for example to support spatial localization, object recognition and tracking).
4) Identify necessary content delivery transport protocols and capability exchange mechanisms, as well as suitable 5G system functionalities (e.g., device, edge, network) and QoS (including radio access and core network technologies) required for the use cases. If existing technologies and protocols cannot serve the cases sufficiently, describe the necessary functionalities and features.
5) Identify key performance indicators and quality of experience factors (such as immersiveness, presence, localization, and world tracking accuracy) for the AR use cases based on the initial considerations in TR26.928, clause 4.2 with additional emphasis on the use cases, device platforms and exchanges formats for AR as identified in earlier objectives.
NOTE 4: As there can be several approaches for the optical implementation of displays, this study does not prefer any display types, nor will it define any detailed criteria or quality requirements.
6) Identify relevant radio and system parameters (required bitrates, latencies, loss rates, range, etc.) to support the identified AR use cases and the required QoE, in particular when the AR device is connected via 5G sidelink interfaces.
NOTE 5: Depending on the use cases, other types of peripheral devices, such as external cameras and sensors, can also be connected to the UEs in a similar fashion. 
7) For each of the identified use cases and AR device platforms, provide a detailed overall power analysis for media AR related processing and communication building on the information in TR26.928, clause 4.8. Different design options should be considered, for example if media processing is carried out on the device, on a puck/smartphone or in the edge/cloud. It is recommended to contact relevant 3GPP WGs, in particular, and RAN4, on expected modem power consumption for certain use cases.
NOTE 6: Support other 3GPP WGs and other SDOs on relevant aspects related to their work and responsibilities for these new design options and form factors on a need basis, in particular when requested for processing functions in scope of SA4.
8) Identify potential areas for normative work as the next phase and communicate with other 3GPP WGs on relevant aspects related to the study.
This contribution primarily addresses objective 2, 3 and 7. The document is accompanied by S4-201405 addressing requirements for smart glasses. This documents builds on S4-201405.
1. Use Cases
The use cases in TR26.928 are surely interesting.
We strongly believe that very concrete use cases or use case clusters allow to develop reference architectures and system design, and also KPIs. 
Use cases are shown below and the include all primary ones except maybe more industrially focused ones. The key use cases are:
· Room Design and virtual shopping
· Games
· Navigation
· AR Video Calls



The use cases in TR 26.998 are documented here, the relevant use cases are highlighted.
	No
	Use Case
	Reference

	1
	3D Image Messaging
	Annex A.2 in [x]

	2
	AR Sharing
	Annex A.3 in [x]

	3
	Real-time 3D Communication
	Annex A.8 in [x]

	4
	AR guided assistant at remote location (industrial services)
	Annex A.9 in [x]

	5
	Police Critical Mission with AR
	Annex A.10 in [x]

	6
	Online shopping from a catalogue – downloading
	Annex A.11 in [x]

	7
	Real-time communication with the shop assistant
	Annex A.12 in [x]

	8
	360-degree conference meeting
	Annex A.13 in [x]

	9
	XR Meeting
	Annex A.16 in [x]

	10
	Convention / Poster Session
	Annex A.17 in [x]

	11
	AR animated avatar calls
	Annex A.18 in [x]

	12
	AR avatar multi-party calls
	Annex A.19 in [x]

	13
	Front-facing camera video multi-party calls
	Annex A.20 in [x]

	14
	AR Streaming with Localization Registry
	Annex A.21 in [x]

	15
	5G Shared Spatial Data
	Annex A.24 in [x]

	16
	AR remote cooperation
	Annex A.2

	17
	AR remote advertising
	Annex A.3

	18
	Streaming of volumetric video for glass-type MR devices
	Annex A.4

	19
	AR Conferencing
	Annex A.5



1. Architecture
Based on the agreed architecture, we would like to focus on device type 2.

Figure 4.2.2: Functional structure for Type 2
Main characteristics of Type 2:
-	As a standalone device, 5G connectivity is provided through an embedded 5G modem
-	User control is local and is obtained from sensors, audio inputs or video inputs.
-	Media processing is local, the device needs to embed all media codecs required for decoding pre-rendered viewports
-	The Basic AR Functions are local to the AR/MR device, and the AR/MR functions are on the 5G cloud/edge
-	The AR/MR application resides on the Cloud/Edge.
-	Power consumption on such glasses must be low enough to fit the form factors. Heat dissipation is essential.
-	Design is typically more important than functionality.
1. Mapping from Use Cases to Architecture
We propose to concentrate the next phase of the work to map a use cases to the above architecture. Our focus will be on device type 2.
Let’s take this use case as an example
[bookmark: _Toc23169850][bookmark: _Toc33042105]A.24	Use Case 23: 5G Shared Spatial Data
	Use Case Description: Shared Spatial Data

	Consider as an example people moving through Heathrow airport. The environment is supported by spatial map sharing, spatial anchors, and downloading/streaming location based digital content. The airport is a huge dynamic environment with thousands of people congregating. Spatial maps and content will change frequently. Whereas base maps have been produced by professional scanners, they are continuously updated and improved by crowd sourced data. Semi-dynamic landmarks such a growing tree, a new park bench, or holiday decorations are incorporated into the base map via crowd sourced data. Based on this individuals have their own maps and portions of those maps may be shared with friends nearby. One could imagine spatial content will consume as much bandwidth as permitted, be it a high resolution volumetric marketing gimmick with virtually landing Concorde in Heathrow or a simple overlay outside a lounge showing the current wait time for getting access.
As people walk through 1km+ size spaces like the airport, they'll be progressively downloading updates and discarding map information that is no longer relevant. Similar to data flows in Google maps, smartphones continually send location and 3D positioning data (GPS, WiFi, scans, etc…) to the cloud in order to improve and augment 3D information. AR maps and content will in all likelihood be similarly layered, dynamic, and progressively downloaded. Spatial AR maps will be a mixture of underlying living spatial maps and digital content items. 
The use case addresses several scenarios:
-	Co-located people wearing an XR HMD collaboratively interact with a detailed 3D virtual model from their own perspective into a shared coordinate system (using a shared map).
-	One person wearing an XR HMD places virtual objects at locations in 3D space for later discovery by other's wearing an XR HMD. This requires a shared map and shared digital assets.
-	XR clients continuously send sensing data to a cloud service. The service constructs a detailed and timely map from client contributions and provides the map back to clients. 
-	An XR HMD receives a detailed reconstruction of a space, potentially captured by a device(s) with superior sensing and processing capabilities.  

	Categorization

	Type: AR
Degrees of Freedom: 6DoF
Delivery: Streaming, Interactive, Split, device-to-device, different types
Device: HMD, AR Glasses

	Preconditions

	-	Application is installed on an HMD or phone with connected AR glass
-	The application uses existing HW capabilities on the device, rendering functionalities as well as sensors. Inside-out Tracking is available. Also a global positioning system for anchoring is available
-	Connectivity to the network is provided.
-	Wayfinding and SLAM is provided to locate and map in case of AR
-	AR and AI functionalities are provided for example for Image & Object Recognition, XR Lighting, Occlusion Avoidance, Shared Persistence

	Requirements and QoS/QoE Considerations

	5G's low-latency high-bandwidth capabilities, as compared to 4G's capabilities, make 5G better suited for sending dense spatial data and associated 3D digital assets over a mobile network to XR clients.  
This data could be transferred as discrete data downloads or streamed and may be lossy or lossless.
Continuous connectivity is important, sharing local information to improve maps.
The underlying AR maps should be accurate and should be up to date.
The content objects should be realistic.
The data representation for the AR maps and the content objects is scalable.

	Feasibility

	-	Microsoft Spatial Anchors: https://azure.microsoft.com/en-us/services/spatial-anchors/
-	Co-located people wearing an XR HMD collaboratively interact with a detailed 3D virtual model from their own perspective into a shared coordinate system (using a shared map).
-	Google: Shared AR Experiences with Cloud Anchors: https://developers.google.com/ar/develop/java/cloud-anchors/overview-android
-	One person wearing an XR HMD places virtual objects at locations in 3D space for later discovery by other's wearing an XR HMD.  This requires a shared map and shared digital assets
-	
-	Google Visual Positioning Service: https://www.roadtovr.com/googles-visual-positioning-service-announced-tango-ar-platform/
-	XR clients continuously send sensing data to a cloud service.  The service constructs a detailed and timely map from client contributions and provides the map back to clients. Example is Google's Visual Positioning Service
-	Drivenet Maps – Open Data real-time road Maps for Autonomous Driving from 3D LIDAR point clouds: https://sdi4apps.eu/2016/03/drivenet-maps-open-data-real-time-road-maps-for-autonomous-driving-from-3d-lidar-point-clouds/
-	An XR HMD receives a detailed reconstruction of a space, potentially captured by a device(s) with superior sensing and processing capabilities.  An example of navigation is given in the MPEG-I use case document for point cloud compression (w16331, section 2.6)

	Potential Standardization Status and Needs

	The following aspects may require standardization work:
-	Data representations for AR maps
-	Collected sensor data to be streamed up streams
-	Scalable streaming and storage formats for AR maps
-	Content delivery protocols to access AR maps and content items
Network conditions that fulfill the QoS and QoE Requirements 


1. Mapping and Call flows
tbd

1. Proposal
We propose 
· to map the above use case to device type 2.
· Develop better more simple use cases for first mapping
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