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CHANGE 2: Use cases 
5
Use Cases for Edge Media Processing



5.1


Downlink Stream Caching 
5.1.1
Generic Caching of Downlink Streaming Content
	Use Case Name

	Caching downlink streaming content

	Description

	A Mobile Network Operator that deploys a downlink streaming service or supports the delivery of media content from a third-party service wants to offer that content in the highest possible quality to all of its users. The MNO also notices that video streaming already accounts for a large part of the traffic on the backhaul network. For these reasons, the MNO wants to offload (part of the) content hosting from the CDN to caches near or within its network. Users of the service may access the content from the edge, allowing them to select higher quality renditions of the content (e.g., DASH representations) and play it back without interruptions. The MNO may improve the hit ratios of the cache by employing intelligent caching. Furthermore, to ensure that clients access the content from the optimal edge, the network operator may want to direct clients to this edge.

	Categorization

	Type: CDN

Delivery: Download, Live Streaming, On Demand Streaming

Device: Phone, tablet, HMD, TV

	Preconditions

	End user devices should be able to stream, decode, and display the video streams. Modern smartphones already have these capabilities.

	Requirements in terms of Capabilities and QoS/QoE Considerations

	The capabilities of edge nodes are similar to regular CDN nodes distributing video content, although at smaller scale. This means that edge nodes should have storage and HTTP serving capabilities, and UEs should have high-bandwidth connectivity to edge nodes. Higher video quality, less playback interruptions, and shorter loading times improve the QoE.

	Feasibility and Industry Practices

	TBD

	Nominal Cost Analysis

	Using edge computing for video content caching is the next step in distributing video delivery. It will allow MNOs and streaming services to further scale up and serve more users, while reducing load on the backhaul network. As in a regular CDN node, a node at the edge can be used by many users at the same time and servers scale horizontally. MNOs can use existing facilities at PoPs or points further in the network with serving capabilities. 

	Benefits and Impact

	The major benefit is expected for MNOs and service providers, who are able to serve more users with high quality video while significantly reducing the load on the backhaul network, thus improving the efficiency of the network infrastructure. End-users are expected to benefit as it will increase the access to content in a high video quality, also enabling demanding streaming applications including VR, and delivering those applications with shorter loading times and with fewer interruptions.

	Potential Technical Requirements

	· It should be possible for edge caches to be operated either by the MNO or by a third-party service such as a 5GMSd Application Provider.

· It should be possible for the network to steer clients to a certain edge or CDN.
· It should be possible for (third-party) services to specify caching directives.

· It should be possible for DASH clients to send hints (e.g., about anticipated upcoming requests) to the network enabling intelligent caching on the edge.
· It should be possible for the network to send hints to clients regarding the delivery of content from the edge (e.g., about availability or bandwidth).

	Potential Standardization Status and Needs

	TBD


5.1.2
Caching of Downlink Streaming Content in a Private Network
	Use Case Name

	Signage system in a private managed network

	Description

	A managed commercial facility, e.g. a shopping mall, deploys a network of signage displays for the following purposes:

· To guide visitors around the premises;

· To advertise special promotions or attractions;

· To provide announcements to visitors;

· To provide general information or background entertainment.

The edge computing concept serves such a signage system well

; in this use case the edge acts primarily as a cache for streaming media content that is targeted for playback at the location or locations served by the instance of edge environment. 

This
 use case is distinct from the more generic “Caching downlink streaming content” use case in that the media content is selected and made available in advance to each edge instantiation, and the content may be tailored for each location.

 The provision of content to the edge, i.e. its ingest at the edge, is completely separate from its playback at the mall facility. In terms of comparisons with CDN operation, in this use case the edge cache terminates the CDN (if a CDN is used at all to deliver content tothsi type of edge instantiations), and what haapens in the upstream CDN is out of scope of the present use case. 

All media streams for playback at the corresponding location(s) are available at the network edge, which offers managed storage and processing for all media streaming operations for the signage system, for the operation of one or more deployments at shopping malls in the respective region or area. The “edge” could also scale down to be a facility that serves a deployment of the signage system at a single shopping mall.

In this use case it is likely that the signage system is operated in a private managed network, so that the system can be ensured to be operated reliably and securely, and separately from any other publicly available network at the facility for general data and voice/media services.

Signage displays can be addressed with streaming content individually, in groups, or collectively for all displays at that facility. Hence local multicast distribution from the edge to media streaming clients at the served locations is needed to support flexible and efficient content playback. This aspect should be considered in the ongoing Rel-17 study FS_5G_Multicast, so it is not considered further in the present document.


Much of the content played back on the displays is repeated at regular intervals, and some of the content might be tailored for a particular location. Hence the edge facility enables the operator to reduce significantly streaming network traffic to the location, which would otherwise originate from a more centralised network or cloud server, possibly via a CDN. 

For these basic downlink streaming functions, the signage display terminal corresponds to a 5GMSd client in the 5GMS architecture. The content server at the edge corresponds to a 5GMSd AF and AS combination, in whatever form the architectural extensions for edge are defined.



	Categorization

	Type: 
Media streaming to a managed population of networked displays at a particular location, e.g. around a shopping mall. 

Device: Primalrily the signage display.

	Preconditions

	· 

	Requirements in terms of Capabilities and QoS/QoE Considerations

	<provides a summary on potential requirements as well as considerations on KPIs/QoE as well as QoS requirements>

· Streaming content ingest can be performed independently of ongoing operation of the signage system;

· The signage system controlling entity is able to push streaming content and control playback either to an individual display, or to a specific group of displays, or to all displays at the location. However, the aspect of multicast delivery is out of scope of the present document.

	Feasibility and Industry Practices

	<How could the use case be implemented based on technologies available today or expected to be available in a foreseeable timeline, at most within 3 years?

-
What are the technology challenges to make this use case happen?
There are not really any major technological challenges to be overcome with the basic realisation of a digital signage system. 
-
Do you have any implementation information?

No.
-
Could a reduced experience of the use case be implemented in an earlier timeframe or is it even available today?
Proprietary systems are already in place to offer cloud-supported functionality, e.g. from Four Winds Interactive. 

	Cost Analysis

	< How does the use case scale with an increasing number of users? >

	Potential Standardization Status and Needs

	<identifies potential standardization needs>
5GMS can be a suitable basis for the media streaming functions associated with this use case.


5.2
Split Rendering

Etc…..
END OF CHANGE 2
�Why does edge serve this? Physical location has nothing to do with egde?


�I don’t think it has “nothing” to do with edge. If it did then, taking an extreme example, you could locate your edge e.g. in Finland for services that run in Singapore, so I don’t think physical location is completely irrelevant.


�This new paragraph makes clear how “CDN operation, optimisation, etc.” is not at all in scope.


�This is pure cache management.


�OK, so what if it is? Actually, basically I agree. But where’s the edge definition that excludes caching from the necessary facilties? See also last comment response.


�This has nothing to do with the use case.


�It has a lot to do with running displays in a mall – that is the use case, as defined by the present contribution.


It serves here to add justification for a more localised cache, yes at the edge, from where multicast distribution will be possible.


Anyway, it is just mentioned in that context and no further consideration is needed for multicast delivery itself here, as stated.


�It is unclear what specific aspects need edge.


�Well, XR use cases and production on uplinked content will need a cache for content as well, no? That cache is more short-term, but still surely significant storage capabilities are needed in many use cases. So this use case puts a different perspective, for longer-term stiorage. Not complicated, but should not be overlooked.






