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1 Introduction
This document provides some updates small updates on System Design Assumptions for Split Rendering.
2 Proposed Updates
3 6
System Design Assumptions
3.2 6.1
Introduction

This clause system design assumptions for XR Traffic modeling.
3.3 6.2
System Design for Split Rendering

3.3.1 6.2.1
Overview

The system design for split rendering follows the discussion and requirements from TR26.928, clause 6.2.5. The architecture us shown in Figure 1.
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Raster-based split rendering refers to the case where the XR Server runs an XR engine to generate the XR Scene based on information coming from an XR device. The XR Server rasterizes the XR viewport and does XR pre-rendering. 

According to Figure Figure 1, the viewport is pre-dominantly rendered in the XR server, but the device is able to do latest pose correction, for example by asynchronuous time-warping (see clause 4.1 of TR26.928) or other XR pose correction to address changes in the pose. 

-
XR graphics workload is split into rendering workload on a powerful XR server (in the cloud or the edge) and pose correction (such as ATW) on the XR device

-
Low motion-to-photon latency is preserved via on device Asynchronous Time Warping (ATW) or other pose correction methods.

The following call flow highlights the key steps:

1)
An XR Device connects to the network and joins XR application

a)
Sends static device information and capabilities (supported decoders, viewport)

2)
Based on this information, the XR server sets up encoders and formats

3)
Loop

a)
XR Device collects XR pose (or a predicted XR pose) 

b)
XR Pose is sent to XR Server

c)
The XR Server uses the pose to pre-render the XR viewport

d)
XR Viewport is encoded with 2D media encoders

e)
The compressed media is sent to XR device along with XR pose that it was rendered for

f)
The XR device decompresses video 

g)
The XR device uses the XR pose provided with the video frame and the actual XR pose for an improved prediction using and to correct the local pose, e.g. using ATW. 

According to TR 26.928, clause 4.2.2, the relevant processing and delay components are summarized as follows:

· User interaction delay is defined as the time duration between the moment at which a user action is initiated and the time such an action is taken into account by the content creation engine. In the context of gaming, this is the time between the moment the user interacts with the game and the moment at which the game engine processes such a player response.

· Age of content is defined as the time duration between the moment a content is created and the time it is presented to the user. In the context of gaming, this is the time between the creation of a video frame by the game engine and the time at which the frame is finally presented to the player.

The roundtrip interaction delay is therefore the sum of the Age of Content and the User Interaction Delay. If part of the rendering is done on an XR server and the service produces a frame buffer as rendering result of the state of the content, then for raster-based split rendering (as defined in clause 6.2.5) in cloud gaming applications, the following processes contribute to such a delay:

· User Interaction Delay (Pose and other interactions)

· capture of user interaction in game client,

· delivery of user interaction to the game engine, i.e. to the server (aka network delay),

· processing of user interaction by the game engine/server,

· Age of Content

· creation of one or several video buffers (e.g. one for each eye) by the game engine/server,

· encoding of the video buffers into a video stream frame,

· delivery of the video frame to the game client (a.k.a. network delay),

· decoding of the video frame by the game client,

· presentation of the video frame to the user (a.k.a. framerate delay).

As ATW is applied the motion-to-photon latency requirements (of at most 20 ms) are met by XR device internal processing. What determines the network requirements for split rendering is time of pose-to-render-to-photon and the roundtrip interaction delay. According to clause TR 26.928, clause 4.5, the permitted downlink latency is typically 50-60ms. 

3.3.2 6.2.2
Considered Content Formats

Rasterized 3D scenes available in frame buffers (see clause 4.4 or TR 26.928) are provided by the XR engine and need to be encoded, distributed and decoded. According to TR 26.928, clause 4.2.1, relevant formats for frame buffers are 2k by 2k per eye, potentially even higher. Frame rates are expected to be at least 60fps, potentially higher up to 90 fps. The formats of frame buffers are regular texture video signals that are then directly rendered. As the processing is graphics centric, formats beyond commonly used 4:2:0 signals and YUV signals may be considered.

In practical considerations, the NVIDIA Encoding functions may be used. The parameters of such an encoder are documented here https://developer.nvidia.com/nvidia-video-codec-sdk.

3.3.3 6.2.3
Considered System Parameters

Based on the discussion on clause 2 and 3, several parameters are relevant for the overall system design.

· Game: 

· Type of game
· state of game, 
· multi-user actions, etc.
· User Interaction: 

· 6DOF pose based on head and body movement, 

· Game interactions by controllers
· Formats of rasterized video signal. Typical parameters are:

· 1.5K x 1.5K per eye at 60, 90, 120fps 

· 2K x 2K at 60, 90, 120fps

· YUV 4:2:0 or 4:4:4
· Encoder configuration

· Codec: H.264/AVC or H.265/HEVC

· Bitrate: Bitrate setting to a specific value (e.g. 50 Mbit/s)

· Rate control: CBR, Capped VBR, Feedback based, CRF, QP

· Slice settings: 1 per frame, 1 per MB row, X per frame 
· Intra settings and error resilience: Regular IDR, GDR Pattern, adaptive Intra, feedback based Intra, feedback based predication and ACK-based, feedback-based prediction and NACK based

· Latency settings: P pictures only, look-ahead units

· Complexity settings for encoder
· Content Delivery

· Slice to IP mapping: Fragmentation

· RTP-based time codes and packet numbering

· RTP/RTCP-based feedback ACK/NACK

· RTP/RTCP-based feedback on bitrate
· 5G System/RAN Configuration:

· QoS Settings (5QI): GBR, Latency, Loss Rate

· HARQ transmissions, scheduling, etc.

· Content Delivery Receiver configuration:

· Loss Detection: sequence numbers

· Delay/Latency handling

· Error Resilience

· ATW 
· Quality Aspects
· Video quality (encoded)
· Lost data

· immersiveness
3.3.4 6.2.4
Proposed Assumptions and Simulation Parameters

It is proposed to only consider the following system parameters (some are striken):

· Game (details are tbd): 

· Type of game
· state of game, 
· multi-user actions, etc.
· User Interaction: 

· 6DOF based on body/head movement, 

· Game interactions

· Formats of rasterized video signal. Typical parameters are:

· 1.5K x 1.5K per eye at 60, 90, 120fps 

· 2K x 2K at 60, 90, 120fps

· YUV 4:2:0 or 4:4:4
· Encoder configuration

· Codec: H.264/AVC or H.265/HEVC

· 
· Rate control: CBR, Capped VBR, Feedback based, CRF, QP
· CBR: tbd

· CRF: 22, 25, 28, 31, 34
· Slice settings: 1 per frame, 1 per row, 8 per frame 
· Intra settings and error resilience: Regular IDR, GDR Pattern, adaptive Intra, feedback based Intra, feedback based predication and ACK-based, feedback-based prediction and NACK based

· Latency settings: P pictures only, look-ahead units only 0 (for minimum latency)

· Complexity settings for encoders aligned with presets in x265
· Content Delivery

· Slice to IP mapping: Fragmentation

· RTP-based time codes and packet numbering

· RTP/RTCP-based feedback ACK/NACK

· RTP/RTCP-based feedback on bitrate
· RAN Configuration:

· QoS Settings (5QI): GBR, Latency, Loss Rate

· HARQ Handling, Scheduling

· Defined by RAN group

· Delay budget:

· Uplink streaming is considered to add at most 10ms

· Downlink streaming budget: 50ms, 100ms, 200ms

· Receiver configuration:

· Loss Detection: sequence numbers

· Delay/Latency handling: Slices received after the deadline are treated as lost.

· Error Concealment: Copy macroblock for lost ones

· Warping: is considered sufficient if within delay budget.
· Quality Aspects
· Video quality (encoded)
· Lost data

· immersiveness
3.3.5 6.2.5
Quality aspects

The video quality is impacted primarily be two factors:

· The coding artifacts based on encoding, determined for example by the PSNR.

· The artefacts due to lost packets and the resulting error propagation.

It is proposed to model quality for each simulation as a combination

· Average PSNR sent from encoding

· The percentage of damaged video area 

· where a damaged macroblock is defined as

· If it is part of a slice that is lost for this transmission

· If it is correctly received, but it predicts from a wrong macroblock

· Macroblock is correct 

· If it is received correctly and it predicts for a non-damaged macroblock

· Predicting from non-damaged macroblock means

· Spatial prediction is correct

· Temporal prediction is correct

· Recovering MBs done by Intra Refresh or by predicting from correct MBs again.
A potentially quality diagram would look as follows:
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Figure � SEQ Figure \* ARABIC �1� Split Rendering with Asynchronous Time Warping (ATW) Correction
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