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Summary

This document reviews the use cases for reconstructed speech and makes a proposal for appropriate intelligibility listening tests (sentence transcription and Diagnostic Rhyme Test) to be performed as part of the test and processing plan.

1. Introduction
The ability to reconstruct speech from the SES codec parameters is useful in a few operational situations: 
1) database validation for model training 
If in service data is used for model training it may be desirable to validate the content of the data by human audition. This operation is performed infrequently and is off-line with a few listeners who only need to validate what was spoken. 

2) application dialogue design and system debug

During pre-deployment trials of services it is desirable to be able to listen to dialogues and check the overall flow of the application and vocabulary used in the grammars.

The need here is for a small number of system designers to be able to understand what was spoken.

3) data logging in transaction processing

In some transaction applications for current telephony voice services the service provider likes to keep a log of what was spoken for perhaps for review in the rare case of dispute. In these infrequent situations the service provider will want to check what was spoken.
In general, the reconstructed speech will be made use of very rarely compared to the customer facing part of the service where they experience the performance of the system day to day. While the functionality is desirable to provide for the use cases described above, it will only be used infrequently. To put this in perspective, while a service may get accessed by tens of thousands of callers every day who experience the recognition performance of the system only a handful of people (say 20 as an order of magnitude) will want to listen to the reconstructed speech each year (ie. A ratio of some 30,000:1 people will experience the recognition performance as compared to those hearing the reconstructed speech!)
In all of the above use cases, it is the intelligibility of the reconstructed speech that is needed. The person listening to the reconstructed speech will want to hear what was spoken by the user when interacting with system.
A direct way of testing this functionality which is close to its use in practice is to perform a transcription test. Listeners are asked to transcribe what they hear from the reconstructed speech utterance after it has been coded and decoded through the codec under test. 
Also the Diagnostic Rhyme Test (DRT) is a well proven and established method of evaluating intelligibility scores for speech codecs [2].
These tests are described in detail below and it is proposed to use these two listening tests as an appropriate measure of the intelligibility obtained from the candidate codecs’.
2.  Transcription Task Experiment
Clean speech as well as noisy speech at nominal signal level and clean channel conditions will be processed by the reconstruction scheme using the SES codecs as well as by the reference coders, viz., LPC-10 and MELP.  For informational purposes, the intelligibility of uncoded speech under the same test conditions will also be evaluated.

2.1 Speech Material

The speech material used will consist of commonly encountered utterances read out by several speakers (both male and female).  An utterance can be sentence or a passage consisting of several sentences.  Professionals will then transcribe the speech.

The noisy speech signals will be prepared in the following way: for each utterance and a given noise type, the noise level will be selected randomly to achieve a SNR level in the range between 10 and 20 dB.  The selection will be done to ensure a uniform distribution the SNR levels within the specified range.

2.2 Analysis of Results

The intelligibility of the reconstructed speech will be evaluated by computing the word error rate (in percentage) by comparing the transcribed text with the original.  The following will contribute to the word error rate count:

· A word that was transcribed incorrectly

· A blank in the transcribed text indicating that a word has not been recognized or has been left out by mistake

· A partially transcribed word

If there are additional words in the transcribed text that were not in the original (“insertion errors”), they will be counted and reported separately.

2.3 Experiment Design

The total number of conditions to be tested in this experiment is:  4 noise conditions (clean, car, street, babble) * 7 coders (2 reference coders + 4 codec proposals + 1 uncoded original) = 28.  Table 3.1 illustrates the design of the experiment. M1, M2, M3, and M4 are different messages.  T1, T2, T3, T4, T5, T6, T7 and T8 are different professional transcribers.  The experiment has been designed so that each transcriber listens to a particular message only once, listens to all messages, listens all possible coders, and all background noise conditions.  Each message is made up of 16 different utterances spoken by 8 males and 8 females.  Each utterance has 50 to 100 words, and so each message has about 1200 words.  The utterances have been taken from the Wall Street Journal database (wsj0) [8] on different topics.  For noisy background conditions, each of the utterances in a message is corrupted by the appropriate noise at SNR levels chosen between 10 dB and 20 dB.  Each message, therefore, averages over speakers, texts, i.e., topics, and SNR levels.  The mean intelligibility results are also averaged over transcribers since there are 8 transcribers to decode the speech into corresponding text.  

Table 2.1  Design of the TT Experiment

	            Background noise

Coder used
	Clean
	Car
	Street
	Babble

	Uncoded (original)
	M1, T1

M1, T5
	M2, T2 

M2, T6
	M3, T3

M3, T7
	M4, T4

M4, T8

	LPC-10 coder
	M1, T2

M1, T6
	M2, T3

M2, T7
	M3, T4

M3, T8
	M4, T5

M4, T1

	MELP coder
	M1, T3

M1, T7
	M2, T4 

M2, T8
	M3, T5

M3, T1
	M4, T6

M4, T2

	AMR 4.75
	M1, T4

M1, T8
	M2, T5

M2, T1
	M3, T6

M3, T2
	M4, T7

M4, T3

	AMR 12.2
	M1, T5

M1, T1
	M2, T6

M2, T2
	M3, T7

M3, T3
	M4, T8
M4, T4

	Ext. DSR AFE reconstruction
	M1, T6
M1, T2
	M2, T7
M2, T3
	M3, T8
M3, T4
	M4, T1
M4, T5

	Siemens
	M1, T7 

M1, T3
	M2, T8
M2, T4
	M3, T1
M3, T5
	M4, T2
M4, T6

	
	
	
	
	


3.  DRT Test Set-up
3.1 Listening System

The reconstructed speech (16 kHz, 16 bit) will be first converted into an analog signal using a high-quality D/A converter and reconstruction filter.  It will then be channelled through a distribution amplifier to the listening stations.  Each listening station consists of a headphone through which the reconstructed speech will be played to the listener binaurally.  The listening stations are located in a sound isolation chamber.  Also, the listeners are visually isolated from each other.  Each listening station is equipped with a personal computer system for the presentation of DRT word pairs and the collection of listener’s responses.

3.2 Listening Level

The gain of the listening system will be adjusted such that a 1 kHz calibration tone at -26 dBov produces a sound pressure of 76 dB SPL at (each) earpiece of the headphone.

3.3 Listener Selection

A group of eight listeners will be used for each DRT test.  All listeners will be selected from the general (English-speaking) population after making sure that they have good discrimination – they must score near perfect when the original (unprocessed) speech material is used in the DRT test.

3.4 Listener Training

The listeners will be thoroughly familiarized with the test procedure, the method of recording responses, all the DRT test words, the sound of each talker’s voice, and the different test conditions through extensive practice sessions.

3.5 Test Procedure

As the DRT words are being played over the headphone, the computer screen in front of the listener displays two choices for each word, and the listener is instructed to make his/her choice within a short time period (typically between 2 and 3 seconds) by pushing one of two keys (e.g. 1 or 2) on the keyboard.  The listener is forced to make a choice even if it involves guessing.  The visual presentation of the alternative choices always precedes the auditory presentation of the stimulus word.  The listener responses are collected by the computer system for later calculation of the DRT scores.  Listeners are not provided any feedback regarding their scores so as to minimize any bias in the test scores.

3.6 Analysis of Test Results

For each DRT test, the DRT score is computed as an average percentage of correct responses after adjusting for guesses.  Let R and W denote the number of right and wrong responses for a particular speaker-listener combination.  The DRT score I for this speaker-listener combination is then given by
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The overall DRT intelligibility score for the test is computed as the mean over six speakers and eight listeners, i.e. as the average score corresponding to 48 speaker-listener combinations.  The standard deviation of the intelligibility score is also computed.

4.  DRT Experiments
Different DRT experiments will be performed to assess the intelligibility of the reconstructed speech with the different background noise conditions, input signal levels, channel noise conditions, and sampling rates.

4.1 Experiment I

The goal of this experiment is to assess the intelligibility of the reconstructed speech under clean as well as different background noise conditions.  The signal level will be set at the nominal level of -26 dBov and there will be no channel errors.  Clean speech and noisy speech, viz., speech contaminated by car noise at 10 dB SNR, street noise at 15 dB SNR, and babble noise at 15 dB SNR, will be processed by the two reference coders, viz., LPC-10 and MELP, and the 4 proposed SES coding schemes 
For informational purposes, the DRT score of the original uncoded speech under clean and each of the background noise conditions, viz., 10 dB car, 15 dB street, and 15 dB babble, will also be evaluated.  The total number of DRTs in this experiment is: (1 clean + 3 noise) conditions * (6 coders + 1 uncoded) = 28 (See Appendix I).

4.2 Experiment II

The goal of this experiment is to assess the intelligibility of the reconstructed speech for different input signal levels.  Clean background (no background noise) and clean channel (no channel errors) conditions will be used in this experiment.  Clean speech at -36 dBov (-10 dB scaling), and -16 dBov (+10 dB scaling) will be processed by the reconstruction scheme and evaluated.  There is no minimum requirement in this experiment.  However, the objective is that the DRT score of the reconstructed speech at +/- 10 dB input signal levels be close to the DRT score at nominal (-26 dBov) signal level obtained in Experiment I.  The total number of DRTs in this experiment is: 2 signal levels * 4 coders = 8 (See Appendix I).
4.3 Experiment III

The goal of this experiment is to assess the intelligibility of the reconstructed speech under different channel noise conditions.  The signal level will be set at the nominal level of -26 dBov and there will no background noise.  The front-ends will be used to process clean speech.  The resulting DSR bit stream will then be masked by BLER error patterns 
The total number of DRTs in this experiment is: 3 error conditions * 2 coders = 6 (See Appendix I).

4.4 Experiment IV

The goal of this experiment is to assess the intelligibility of the reconstructed speech at sampling rates other than 8 kHz, viz. 16 kHz.  Clean speech sampled at 16 kHz at nominal signal level, viz., -26 dBov, and clean channel condition will be processed by the 4 codecs at 16kHz.  The processed speech will then be evaluated using DRT.  There is no minimum requirement in this experiment.  However, the objective is that the DRT scores at 16 kHz be close to that obtained at 8 kHz from Experiment I.  The total number of DRTs in this experiment is: 1 sampling rates * 4 coders = 4 (See Appendix I).
5.  Production of Test Conditions
5.1 Software Tools

The production of all test conditions will be done using software algorithms.  Table 4.1 shows a list of software tools along with their intended uses.  Many of the tools shown are available in the ITU-T Software Tool Library [3].  The 2400 bps LPC-10e (Version 55) speech coder algorithm can be obtained from the website: http://www.arl.wustl.edu/~jaf/lpc/.  This program is from Andy Fingerhut [4] of Washington University in Saint Louis, MO, USA.  The 2400 bps MELP (Version 1.2) speech coder algorithm can be obtained from the website [5]: http://www.plh.af.mil/ddvpc/.  This program is under copyright from Texas Instruments one of the developers of the 2400 bps MELP Federal Standard speech coder (along with Atlanta Signal Processors, Inc.).  The programs samp_add and reduce_pr are from Motorola, Inc.
Table 5.1 Software Tools and their Intended Uses

	Speech Voltmeter (ITU-T Rec. P.56)

(actlev & sv56demo executables in STL2000)
	To measure the active level of a speech file and to set the active level of a speech file to a desired value

	Scaling Utility 

(scaldemo executable in STL2000)
	To scale a speech file by a desired factor

	PCM Filter (ITU-T Rec. G.712)

(pcmdemo executable in STL2000)
	To equalize a given speech file to the recommended frequency response with optional up/down sampling (models the anti-aliasing filter frequency response)

	Up/Down Sampling Filters

(firdemo executable in STL2000)
	To up/down sample a speech file from 8 kHz to 16 kHz or vice versa with high-quality filtering

	MSIN (Mobile Station In) Filter

(filter executable in STL2000)
	To filter the speech and noise for 16 kHz operation

	LPC-10 (2400 bps) speech coder
	To generate reference conditions

	MELP (2400 bps) speech coder
	To generate reference conditions

	Sample-wise addition (with limiting)

(samp_add executable)
	To produce background noise conditions by adding clean speech and noise files

	Reduce precision

(reduce_pr executable)
	To reduce the precision of speech file from 16 bits to 13 bits (models handset A/D converter)

	
	


5.2 Clean Speech Material
Pre-recorded digitized (16 kHz, 16 bits linear) speech consisting of the complete DRT word list spoken by six speakers (3 males and 3 females) will be used as the source material in the in-house DRT tests.  This material can be obtained from Dynastat Inc. [6].  According to Dynastat Inc. notation, the speaker ID and the word list ID are as follows.

Male speakers:

     Speaker JE

List 306B

     Speaker CH
List 308B

     Speaker RH
List 310A

Female speakers:

     Speaker VW
List 329A

     Speaker KS

List 333B

     Speaker MP
List 314B

5.3 Background Noise Material

Pre-recorded digitized (16 kHz, 16 bits linear) background noise material taken from NTT database [7] will be used.  Three different noise types, viz., car noise (stationary), street noise (moderately stationary), and babble noise (non-stationary) will be selected.  The list ID and file names of the chosen files from the NTT database are as follows.

Car noise

List 2
benz_2

Street noise

List 55
stre_g_1

Babble noise

List 82
exhi_j

Each noise file is three minutes long.  For speech files shorter than three minutes, any arbitrary section from the noise file will be selected and used.  For speech files longer than three minutes, each three-minute noise segment will be concatenated with itself as many times as needed to obtain longer duration noise segments.  While concatenating two noise segments, an overlap-and-add procedure will be used to minimize artefacts.  A one-second-overlap section will be used, and within the overlap section the first noise segment will be scaled linearly from 1 to 0 and the second segment from 0 to 1.

5.4 Processing of Clean Speech

The processing of the clean speech material before it is encoded will be done as shown in Figure 5.1 using appropriate software tools listed in Table 5.1.  The idea here is to simulate the conditions in the mobile handset.  Accordingly, the G.712 PCM filter models the handset frequency response including that of the anti-aliasing filter and the precision reduction (from 16 to 13 bits) models the A/D converter.  The precision reduction is done in such a way that the representation still uses 16 bits per sample but the resolution is decreased from (1/32768) to (8/32768).  Given a sample value, this is easily accomplished by rounding it to the nearest multiple of 8.  The P.56 level equalization sets the active speech level at –26 dB below the overload point.  Scaling to 0 dB, -10 dB, or +10 dB allows testing at different input signal levels.





The software commands for the different processing steps are illustrated below.

PCM filtering with 2:1 down sampling

   pcmdemo  clean_speech_file_16K  clean_speech_file_8K_PCM  0  0  2_1  160

Level equalization to -26 dBov

   sv56demo  clean_speech_file_8K_PCM  clean_speech_file_8K_PCM_-26dB  80  1  0  -26  8000

Scaling to +10 dB and -10 dB

   scaldemo  -dB  clean_speech_file_8K_PCM_-26dB  clean_speech_file_8K_-26dB_+10dB  80  1  0  10 

   scaldemo  -dB  clean_speech_file_8K_PCM_-26dB  clean_speech_file_8K_-26dB_-10dB  80  1  0  -10 

   (To scale by 0dB, simply skip this step)

Reducing precision to 13 bits

   reduce_pr  clean_speech_file_8K_PCM_-26dB_+10dB  clean_speech_file_8K_PCM_-26dB_+10dB_13bpr

5.5 Processing of Noisy Speech

The processing of noisy speech material before it is encoded will be done as shown in Figure 5.2 using the appropriate software tools listed in Table 5.1.  Clean speech is PCM (G.712) filtered, 2:1 down sampled, and level equalized to –26 dBov.  Similarly, background noise is PCM filtered, down sampled, and its RMS level (rather than active speech level) is equalized by the P.56 algorithm to an appropriate value, e.g. –36 dBov to achieve 10 dB SNR.  The speech and noise samples are then added and clipped so that their values range between –32768 and 32767.  This is followed by precision reduction from16 to 13 bits.










The software commands for generating a noisy speech file, e.g., 10 dB SNR car noise, are illustrated below.

PCM filtering, 2:1 down sampling, and level equalization of clean speech

   pcmdemo  clean_speech_file_16K  clean_speech_file_8K_PCM  0  0  2_1  160

   sv56demo  clean_speech_file_8K_PCM  clean_speech_file_8K_PCM_-26dB  80  1  0  -26  8000

PCM filtering, 2:1 down sampling, and level equalization of background noise

   pcmdemo  car_noise_file_16K  car_noise_file_8K_PCM  0  0  2_1  160

   sv56demo  -rms  car_noise_file_8K_PCM  car_noise_file_8K_PCM_-36dB  80  1  0  -36  8000
Sample-wise addition with clipping

   samp_add  clean_speech_file_8K_PCM_-26dB  car_noise_file_8K_PCM_-36dB

   noisy_speech_file_8K_PCM_10dB_car

Reducing precision to 13 bits

   reduce_pr  noisy_speech_file_8K_PCM_10dB_car  noisy_speech_file_8K_PCM_10dB_car_13bpr

5.6 Encoding and Decoding

The encoding and decoding of clean or noisy speech at 8 kHz will be done as shown in Figure 5.3.  The encoder can be LPC-10 encoder, MELP encoder, or the Extended DSR Front-End.  Similarly, the decoder can be LPC-10 decoder, MELP decoder, or the DSR Back-End speech reconstruction.  If necessary, an appropriate error mask is used on the DSR bit stream to simulate noisy channel conditions.  For uncoded conditions, no encoder or decoder or error mask is used.





The software commands for encoding and decoding are shown below.

MELP coder (encoding and decoding done in a single step)

   melp  -i  input_file  -o  output_file

LPC-10 coder

   nuke  <  input_file  >  bit_stream_file

   unnuke  <  bit_stream_file  >  output_file

DSR reconstruction 
   ExtFrontEnd –fs 8 –F RAW  input_file  parameter_file

   Extcoder  parameter_file  bit_stream_file  quant_parameter_file  -freq  8

   Extdecoder  bit_stream_file  quant_parameter_file 

   BackEndRecon  -fs  8  -F  RAW  quant_ parameter_file  output_file
5.7 Post-processing

The reconstructed (or decoded) speech is post-processed as shown in Figure 5.4 before being presented to the listeners.  Any scaling that was done previously is undone at this stage.  The 8 kHz speech samples are then up-sampled to 16 kHz using a high quality filter.






The software commands for the post-processing steps are illustrated below.

Scaling to +10 dB and -10 dB

   scaldemo  -dB  output_file_8K   output_file_8K_+10dB  80  1  0  10 

   scaldemo  -dB  output_file_8K   output_file_8K_-10dB  80  1  0  -10 

   (To scale by 0dB, simply skip this step)

1:2 up sampling (of the +10dB scaled file)

   firdemo  output_file_8K_+10dB  output_file_16K_+10dB  0  0  0  2  0  0  80

5.8 Pre- and Post-processing of speech at 16 kHz

To obtain clean and noisy processed speech at 16 kHz, the MSIN (Mobile Station In) filter with no down sampling is applied (instead of the G.712 PCM filter with 2:1 down sampling) in Figures 5.1 and 5.2 respectively.  

In terms of post-processing, if the reconstructed speech is already at 16 kHz, then 1:2 up-sampling operation in Figure 5.4 is not required. 
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Appendix I.  DRT Word List
The 192 stimulus words (96 word pairs) used in the DRT [ANSI S3.2-1989] are shown below arranged according to their distinctive features.

	Voicing
	
	Nasality
	
	Sustention
	
	Sibilation
	
	Graveness
	
	Compactness

	veal 
bean 
gin 
dint 
zoo 
dune 
vole 
goat 
zed 
dense 
vast 
gaff 
vault 
daunt 
jock 
bond 
	
	feel 
peen 
chin 
tint 
sue 
tune 
foal 
coat 
said 
tense 
fast 
calf 
fault 
taunt 
chock 
pond 
	
	Meat 
need 
mitt 
nip 
moot 
news 
moan 
note 
mend 
neck 
mad 
nab 
moss 
gnaw 
mom 
knock 
	
	beat 
deed 
bit 
dip 
boot 
dues 
bone 
dote 
bend 
deck 
bad 
dab 
boss 
daw 
bomb 
dock 
	
	vee 
sheet 
vill 
thick 
foo 
shoes 
those 
though 
then 
fence 
than 
shad 
thong 
shaw 
von 
vox 
	
	bee 
cheat 
bill 
tick 
pooh 
choose 
doze 
dough 
den 
pence 
dan 
chad 
tong 
chaw 
bon 
box 
	
	zee 
cheep 
jilt 
sing 
juice 
chew 
joe 
sole 
jest 
chair 
jab 
sank 
jaws 
saw 
jot 
chop 
	
	thee 
keep 
gilt 
thing 
goose 
coo 
go 
thole 
guest 
care 
gab 
thank 
gauze 
thaw 
got 
cop 
	
	weed 
peak 
bid 
fin 
moon 
pool 
bowl 
fore 
met 
pent 
bank 
fad 
fought 
bong 
wad 
pot 
	
	reed 
teak 
did 
thin 
noon 
tool 
dole 
thor 
net 
tent 
dank 
thad 
thought 
dong 
rod 
tot 
	
	yield 
key 
hit 
gill 
coop 
you 
ghost 
show 
keg 
yen 
gat 
shag 
yawl 
caught 
hop 
got 
	
	wield 
tea 
fit 
dill 
poop 
rue 
boast 
so 
peg 
wren 
bat 
sag 
wall 
thought 
fop 
dot 


Appendix II.  Test Condition Matrices
The test conditions corresponding to the different DRT and Transcription experiments are shown below in a tabular form for easy comprehension.

For the DRT experiments, each table cell will hold the mean and standard deviation of the intelligibly score calculated from 48 DRT sessions (6 speakers times 8 listeners = 48 combinations).
DRT Experiment I – Clean and Background Noise Conditions (28 configurations)

	             Noise Type:

Coder:
	Clean
	Car

10dB
	Street

15dB
	Babble

15dB

	Unprocessed
	
	
	
	

	AMR 4.75
	
	
	
	

	AMR 12.2
	
	
	
	

	DSR AFE Reconstruction
	
	
	
	

	Siemens
	
	
	
	

	LPC-10
	
	
	
	

	MELP
	
	
	
	

	
	
	
	
	


DRT Experiment II – Input Signal Levels (8 configurations)

	             Input level:

Coder:
	-10dB
	0 dB*
	+10dB

	AMR 4.75
	
	
	

	AMR 12.2
	
	
	

	DSR AFE Reconstruction
	
	
	

	Siemens
	
	
	

	* From Experiment I


DRT Experiment III – Channel Errors (8 configurations)

	             Bit Errors:

Coder:
	None*
	BLER 1
	BLER 2

	AMR 4.75
	
	
	

	AMR 12.2
	
	
	

	DSR AFE Reconstruction
	
	
	

	Siemens
	   
	
	


DRT Experiment IV – Sampling Frequencies (4 configurations)

	             Sampling Frequency:

Coder:
	8 kHz*
	16 kHz

	AMR-WB 12.65
	
	

	AMR-WB 23.85
	
	

	DSR AFE Reconstruction
	
	

	Siemens
	
	


For the transcription test (TT), each table cell will hold the word-error rate (in percentage) associated with the utterances transcribed. Since the utterances are spoken by different speakers (both male and female), include different text, and has a range of SNRs, this single figure already averages results across speakers, text, and SNRs.  If there are insertion errors, the percent of inserted words will also be provided.

TT Experiment  (28 configurations)

	                     Noise Type:

Coder:
	Clean
	Car

10 - 20dB*
	Street

10 - 20 dB*
	Babble

10 - 20 dB*

	Unprocessed
	
	
	
	

	AMR 4.75
	
	
	
	

	AMR 12.2
	
	
	
	

	DSR AFE Reconstruction
	
	
	
	

	Siemens
	
	
	
	

	LPC-10
	
	
	
	

	MELP
	
	
	
	

	* To get an equal distribution of SNRs, we add to each utterance a randomly selected SNR level within the specified range.
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   Figure 4.1 Processing of Clean Speech
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  Figure 5.2 Processing of Noisy Speech
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  Figure 5.3 Encoding and Decoding





Reconstructed Speech


16 kHz, 16 bit





Reconstructed Speech


8kHz, 16 bit








1:2 Up-sampling with HQ Filter








Scale to 0, -10, or +10 dB





To Listeners





 Figure 5.4 Post-processing
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