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[bookmark: _GoBack]The topic of External Renderer API was previously discussed under the VRStream audio work item. Attempts were made under that work to specify an external renderer API that would be common to all VRStream audio profiles. With that work resulting in only a single audio profile, the question of defining a common API became ultimately obsolete.
With the present input, the source reproduces (in the Annex) a contribution on the definition of an external renderer API. The purpose is consideration under the IVAS work item [1] and triggering a discussion as to what extent this previous proposal might be of value for the current work. 
It should further be for discussion if it is necessary to require a common external renderer API among all IVAS codec candidates and, in that case, how this API should be defined. Even if it is found that the definition of the external renderer API for IVAS should be up to each IVAS codec proponent, the reproduced contribution may be of interest of all parties working on the external renderer API of their respective IVAS candidates.  
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Annex: Reproduction of [1]
Summary
Tdoc S4-180318 [1] represents the present draft set of requirements for submission information for VRStream audio profiles. This set of requirements mandates the proponents of candidate audio profiles to support with their solution a Common Renderer API. This Common Renderer API is still undefined.
This contribution suggests some key principles for the definition of the Common Renderer API and further an approach for 3GPP to agree on the Common Renderer API. An initial proposal is made for metadata elements for the Common Renderer API. 
Key Principles for the definition of the Common Renderer API 
Definition: The Common Renderer API is an API that is commonly supported by any candidate audio profile. The API is an interface between the audio decoder of the VRStream audio profiles and the renderer of the decoded VR audio signal. The API offers to convey to the renderer sound signals and associated metadata required for proper playout of the sound signals.   
Purpose: The purpose of the Common Renderer API is to decouple the rendering process from the actual VRStream audio profile. This enables deploying the same renderer with any of the supported audio profiles. The benefit is that this allows OEMs selecting renderer technology independently of the used audio profile and best matching individual product stragegies in terms of, e.g. quality, deployment cost, complexity. As the rendering process is decoupled from the actual audio profiles the Common Renderer API also allows embracing future progresses in VR audio rendering technology that might lead to even higher quality VR audio rendering than is possible today. The Common Renderer API also enables competition among rendering technology providers which fosters such technological progress.
Basic requirement: The purpose to make the renderer agnostic to the VRStream audio profiles and to enable embracing future progess of VR audio rendering technology can only be fulfilled if the Common Renderer API is defined sufficiently flexibly and open. As VRStream audio solutions are expected to render high-quality authored content that will be typical for the addressed use cases of managed and third party VR content delivery, it is necessary that the Common Renderer API does not impose limitations on relevant VR audio content formats. It is rather necessary that the API is defined in an inclusive way enabling best possible rendering quality and efficiency for any relevant audio content. Specifically and in accordance with the VRStream WID [2] and the recommended objectives for audio for UE consumption of managed and third-party VR content (see 3GPP TR on VR media services over 3GPP [3]), the API should be required to support rendering without significant quality limitaions all the following content types:
1. audio channels;
1. audio objects;
1. scene-based audio;
1. combinations of the above;
1. a combination of diegetic and non-diegetic content sources.
The Common Renderer API should further be required to support carrying dynamic metadata for combining, presenting and rendering all content types.
Suggested approach for agreeing on Common Renderer API
It is to be noted that ITU-R has already carried out work related to the present task in 3GPP of defining a Common Renderer API. ITU-R addresses with the Audio Definition Model (ADM), Recommendation ITU-R BS.2076 [4], the need for allowing various different types of audio to be distributed. To that end, ADM specifies metadata to fully describe the audio and allowing each sound component to be correctly rendered, processed or distributed according to that accompanying metadata. 
The source is hence of the opinion that ADM is very well suited to be the guiding model for the Common Renderer API for VRStream audio profiles. However, ADM as a very powerful model able to serve various purposes, is likely too complex for the present 3GPP needs. The source thus suggests to specify the Common Renderer API based on a suitable ADM subset.
Initial proposal for Metadata elements for Common Renderer API
The following elements represent a first proposal of an ADM subset that the source believes would make a suitable metadata portion of the Common Renderer API. In line with ongoing activities in ITU-R defining a production renderer containing a set of constituent renderers (WP6C-RG33, Q.139/6) [5], it can be considered to add a corresponding signalling element. This would enable selecting rendering technology that is most suitable for any type of content to be rendered.
The source would like to invite other parties to contribute with relevant further ADM elements that will finally ensure that all relevant VR audio content types can be properly described and rendered and that the suggested requirements of clause 2 (above) can be met.


	Metadata

	

	[bookmark: RANGE!A6]typeDefinition == “DirectSpeakers”

	speakerLabel

	position (azimuth, elevation, distance, screenEdgeLock)

	[bookmark: RANGE!A7]typeDefinition == “Matrix”

	outputChannelIDRef

	matrix  coefficient (gain, gainVar, phase, phaseVar, delay, delayVar)

	[bookmark: RANGE!A8]typeDefinition == “Objects”

	position (azimuth, elevation, distance, screenEdgeLock) [polar]

	position (azimuth, elevation, distance, screenEdgeLock) [cartesian]

	Width

	Height

	Depth

	Cartesian

	Gain

	Diffuse

	channelLock (maxDistance)

	objectDivergence (azimuthRange, positionRange)

	jumpPosition (interpolationLength)

	zoneExclusion  zone (minX, maxX, minY, maxY, minZ, maxZ, minElevation, maxElevation, minAzimuth, maxAzimuth)

	screenRef

	Importance

	[bookmark: RANGE!A9]typeDefinition == “HOA”

	Equation

	Order

	Degree

	Normalization

	nfcRefDist

	screenRef

	[bookmark: RANGE!A10]typeDefinition == “Binaural”


Proposal  
The source kindly suggests to agree on the key principles for the definition of the Common Renderer API (clause 2) and on the suggested approach to derive the Common Renderer API from ITU-R ADM (clause 3). The source would further invite parties to contribute to the Initial proposal for Common Renderer API based on ADM (clause 4) such that the suggested requirements for the Common Renderer API can be met.

References
[1]		Tdoc S4-180318: “Proposal for Submission Information for VRStream audio”, Qualcomm, Incorporated, Fraunhofer IIS, ORANGE
[2]		TD SP-170612: “New WID on Virtual Reality Profiles for Streaming Media”, Qualcomm Incorporated, Sony Mobile Communications, LG Electronics, ORANGE
[3]		3GPP TR 26.918: “Virtual Reality (VR) media services over 3GPP”
[4]		ITU-R BS.2076-1: “Audio Definition Model”
[5]		QUESTION ITU-R 139/6: “Methods for rendering of advanced audio formats”



		Page: 1/1
		Page: 6/6
