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Introduction
This document describes what content and tools the source companies aim to provide for the Scenario 2 Streaming of multi-view video, and Scenario 3: UE-to-UE Beyond 2D Video Communication, of the FS_Beyond2D study [1, 2, 3]. In this document, the scenarios are abbreviated to “the communication” and “the streaming” scenario for brevity.

The aim of this document is to have early feedback and alignment in favor of a productive study. A future version of this document may become a pseudo change request to the PD.

On reference sequences
Communication scenario
Nokia aims to provide test sequences for the communication scenario by capturing four views from their internal set-up [4] with Azure Kinect cameras. Texture, depth maps, label maps and will be provided, along with camera parameters and distortion parameters. Note that because of the placement of the cameras, it will be virtually impossible to estimate good depth maps directly from the source views. Also, given the character of the Azure Kinect, there will be missing pixels. The label maps will indicate if pixels are valid (255) or invalid (0). It will be possible to select two of the four cameras for experiments. Distortion parameters will be provided.
At a later stage Philips may also provide a few test sequences for this scenario, but the short-term priority for Philips is to provide content for the streaming scenario. Philips has a real-time setup with three Azure Kinect cameras including real-time processing to improve depth maps and fill in invalid pixels. Philips would grab the refined texture and depth maps from this setup.
Streaming scenario
InterDigital aims to provide test sequences with cameras placed in a rectangular grid, suitable for conversion to MPI and coding with that MIV sub-profile. The test sequences will be a combination of MPEG and non-MPEG sequences of varying scenes.
Philips aims to provide internally recorded sequences for this evaluation. One motivation for providing internal content is that the content has not been used in MPEG. Themes are dance, soccer tricks, and outdoor soccer. FIGURE provides two example screenshots. Some of the content has been used for dissemination activities [5]. It is expected that new content is going to be recorded throughout 2024 near Eindhoven and Shanghai facilities. 
Philips may also study, as a fallback, if some MPEG content may be applicable to this scenario of this study. 
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Figure 1: Example screenshots of Philips-sourced content
On encoders and bitstreams
The goal of the sources is to test ISO/IEC 23090-12 MPEG immersive video (MIV) with HEVC video sub-bitstreams.
Communication scenario
Nokia expects to use the TMIV encoder [6] for experiments relating to the communications scenario. Suitable encoding parameters will be provided in due time.
Streaming scenario
Both Philips and InterDigital believe that the quality of the MIV test model can be exceeded by using proprietary solutions:
· InterDigital: Multiview + depth  proprietary conversion to MPI  coding with TMIV MPI encoder.
· Philips: Multiview  proprietary content conversion  proprietary MIV Main encoding.
For this scenario the proponents wish to deliver the source material (at least texture + view parameters) and test bitstreams, but not a reference encoder. 
On decoders and renderers
Communication scenario
It will be possible to perform offline rendering tests with the TMIV decoder.
Streaming scenario
InterDigital and Philips can deliver a real-time MIV decoder and renderer for this study, at least as a binary. This solution will be made available through 5G-MAG and early access is expected to be available soon.
Pose trace videos
Our expectation is that we will use real-time demonstration and pose trace videos for evaluation. TMIV already supports pose traces. For the InterDigital/Philips solution a binary can be provided that supports the same pose trace definition. (This is future work.) 
Conclusions
The aim of this document is to have early feedback and alignment in favor of a productive study. A future version of this document may become a pseudo change request to the PD.

We hope to learn what and how other participants want to contribute to this study.
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