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Introduction
This document provides input on the evaluation of multi-view content and is applicable to Scenario 1 Beyond 2D Messaging and Social Sharing, Scenario 2 Streaming of multi-view video, and Scenario 3: UE-to-UE Beyond 2D Video Communication, of the FS_Beyond2D study [1, 2, 3].

[image: A diagram of a process

Description automatically generated]
Figure 1: High-level evaluation framework [2]

The aim of this document is to have early feedback and alignment in favor of a productive study. A future version of this document may become a pseudo change request to the PD [2].


Definition of an anchor
Our assumption is that multiple codecs will be studied, including MIV + HEVC and MV-HEVC, and that evaluation will be “end-to-end” on multiple bitrates at synthesized viewpoints. As there is no previous generation to compare against, it is not obvious what the anchor should be. During the MIV project two anchors have been created:

· 3DoF+ CfP: Multicast HEVC + zipped JSON for view parameters
· MIV verification test: MV-HEVC + zipped JSON for view parameters

Given that it is likely that MV-HEVC will be tested, it is not a good choice as an anchor, and the first one is arguably not representative enough. Because this is a feasibility study into new representations, we argue that it is acceptable to have no anchor. Instead, we propose to combine the results of all evaluated codecs in one graph. The assumption is that we have no more than a few codecs for each sequence.
Objective evaluation
We propose to carry out objective evaluation based on the following information:
· For each codec:
· A decoder-renderer executable
· For each sequence:
· A set of source view texture videos in 4:2:0 format
· View parameters of the source views
· For codec-sequence combinations:
· One bitstream for each rate point 
· A set of pose traces for each sequence
We propose having four rate points: 5, 10, 20 and 40 Mbps. For each sequence and codec this can be translated to an integer QP value.
Each bitstream is a codec-sequence-rate combination. The decoder-renderer executable is used to render a video at all source view positions. For the messaging and communication scenarios, it is likely that the source views are directly encoded. For streaming there is a higher number of source views, and it is assumed that only a subset or parts of source views are encoded, and other parts are to be synthesized.
Aggregation of metrics over views
The metrics (see below) are computed for each source view. To have one number that considers that the reconstructed view is partially synthesized, the metrics [dB] are averaged in the squared error domain and converted back to decibels. 
Metrics
It is important to use tools that are independent of specific codecs.
We propose to use the IV-PSNR tool [5] outputs two complementary metrics:
· Weighted sphere PSNR (WS-PSNR) [dB] which is equivalent to PSNR for perspective viewports.
· Immersive video PSNR (IV-PNSR) [dB] which correlates better with subjective results.
In the MIV project other metrics such as VMAF, MS-SSIM have been tested but they did not provide a better correlation with subjective results and have been dropped. We do not propose to include those metrics to keep reporting simple and reduce workload.
Subjective evaluation
Subjective evaluation (informal expert viewing) is performed by rendering the same bitstreams as used for objective evaluation, with two pose traces. This results in three pose trace videos that can be watched and rated. The number of pose trace videos is a trade-off in time and being able to view the content from enough viewpoints.
In addition, interactive real-time demonstration may be considered.
Crosschecking
As written in the PD for Scenario 2 and 3, we propose to exclude encoders from evaluation, and require the sources to provide the bitstreams for evaluation. The provided bitstreams and decoder-renderer executables allow for verifying that the rate-distortion result can be reproduced.
All produced bitstreams, metric results and produced videos shall be crosschecked by at least one other company to ensure that results are correct.
Proposal
We propose to agree on the aspects discussed above and proceed with the evaluation accordingly.
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