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1	Introduction
This proposal provides a scenario on “UE-to-UE Beyond 2D Video Streaming”.

2	Discussion
Scenario  X: UE-to-UE Beyond 2D Video Streaming
The following aspects are considered for a scenario:
1. Scenario name
UE-to-UE Beyond 2D Video Streaming
2. Motivation for the scenario
What is the market relevance of the proposed scenario within the next few years? Are there any commercially available or pre-released products or prototypes?
Live Streaming services can be deployed across various platforms, including social media platforms like YouTube Live, Facebook Live, and TikTok, as well as though e-commerce platforms such as eBay and Taobao [1]. It significantly impact marketing by providing a dynamic and interactive channel to directly connect  markets and their target audiences in real time. In 3GPP TR 26.955 [2] clause 6.2, Full HD Streaming has been introduced, complemented by 5G Media Streaming [3] and the TV Video Profiles [4] specifications. Additionally, TS 26.118 [5] defines VR profiles for streaming applications, focusing on the coded representation of 360 VR distribution signals. 
As technology continues to advance in capturing devices (e.g., ToF cameras, phones equipped with depth sensors, spatial cameras) and displays technology (e.g., HMDs, AR Glasses, MR HMDs, glasses-free autostereoscopic displays, and multiscopic displays), we are entering a new era of live streaming with the introduction of Beyond 2D technology. This revolutionary advancement is bringing a whole new level of immersion and interactivity to the live event experience, allowing viewers to feel as though they are truly a part of the action.
Market relevance key indicators:
a. Technology evaluation on the market
Are there indications of pre-evaluation by service providers, device manufacturers, and/or network operators?
· Leia,  LeiaTube allows you to view your favorite streaming video content in Lightfield 3D. https://forums.leialoft.com/c/leia-apps/leiatube/62
· IQH3D – Believing is Seeing!™ https://iqh3d.com/
· CMCC delivers a full series of Beyond 2D streaming services in three cities of the province (Hangzhou, Ningbo, and Jinhua) and 2023 Hangzhou Asian Game. https://www.lightreading.com/5g/wireless-s-next-frontier-5g-advanced-meets-the-hangzhou-asian-games
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b. Industry activities
Is there relevant work in 3GPP MRPs, industry collaborations or among market stakeholders?
· Operators and leading vendors demonstrated glasses-free 3D applications at the Beijing PT Expo in 2023. Some of the applications can already provide a clear, jump-free, 100-degree 3D view, and the depth of the screen-out effect is up to one meter. Chinese operators and their industry partners are actively investing in glasses-free 3D applications. They hope the new applications can stimulate 5G consumption. During the expo, Chinese industry players, including Huawei, Xiaomi, and Honor, launched the glasses-free 3D industry promotion initiative to accelerate the maturity of the glasses-free 3D industry chain (e.g., to extend glasses-free 3D display from laptops and tablets to smartphones and to promote the production of 3D video contents). It is expected that more glasses-free 3D applications will emerge soon. We may see them in industry events next year, such as Mobile World Congress 2024” (Omdia report, https://omdia.tech.informa.com/-/media/tech/omdia/marketing/commissioned-research/pdfs/new-applications-showcased-at-the-beijing-pt-expo.pdf?rev=1daced414642406d984e755445ae3b67 )

c. Production tools/companies
What is the availability of capturing setups, and  production software? Are there endorsed formats for representation, contribution, compression, and storage? Is there an ecosystem of content creators?
· Acer has been a leader in glasses-free 3D screens for a while now, having released a series of monitors and laptops under its SpatialLabs brand. Now the company is providing a means to create content for these displays, the SpatialLabs Eyes, a stereoscopic camera cable of capturing at up to 8-MP (aka 4K) per eye at 30 fps or 2K per eye at 60 fps. (https://www.tomshardware.com/cameras/3d-call-me-maybe-acers-new-spatiallabs-camera-live-streams-impressive-3d-video-in-8k-but-few-can-view-it)
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· The stereo camera setup shown in the figure below, which consists of two identical HD camcorders (Canon HG-20) and an adjustable stereo mount. The mount ensures that optical axes of the cameras are parallel and supports the continuous adjustment of the camera distance in the range 7-50 cm. To ensure matching of the focal length the wide angle end of the zoom lens with a focal length of 43 mm has been used. In order to match the cameras with each other the focal length, white balance and shutter speed have been set manually. The synchronized operation of the two camcorder is ensured through the use of a single remote control. The camcorders support the capture of images with a resolution of 1920×1080 pixels and store them as high quality JPEG files.
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· Deep3D: Automatic 2D-to-3D Video Conversion with CNNs (https://github.com/piiswrong/deep3d)

[image: ]
The commercialized glasses-free 3D monitors and tablets takes stereo 3D video frames (side-by-side) as input, combined with eye-tracking technology on the terminal side to render 3D effects.

d. Delivery solutions
Which delivery type is expected to be used? What are the expected transport formats? Is there SW or HW support and providers?
Existing Stereo 3D video formats, such as frame-compatible side-by-side and 2D video plus depth. Particular emphasis is given to the DVB systems (terrestrial, satellite, and cable) and IP transport, focusing HTTP/TCP streaming, adaptive HTTP streaming, RTP/UDP streaming, P2P Networks, and Information-Centric Networking-ICN. Hybrid transport technologies, combining broadcast and broadband networks for video delivery are also addressed. 
e. Content decoding and rendering
Is there decoding SW/HW support, and providers? 

	H.265/HEVC MV-HEVC 3D-HEVC
Are there rendering devices and displays available yet?
· AR/VR HMDs
· Glasses-free 3D displays (tablets, phones, laptops): 
This is a list of 3D-enabled mobile phones. The devices on this list typically use autostereoscopic displays. Some devices may use other kinds of display technology, like holographic displays or multiscopic displays. Some devices employ eye tracking in aiming the 3D effect to the viewer's eye.  The 3D smartphone with stereoscopic cameras, which enables 3D livestream technology. 
(https://en.wikipedia.org/wiki/List_of_3D-enabled_mobile_phones) 
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3. Description of the scenario 
This provides a description of beyond 2D video end-to-end workflows, which includes identifying and defining beyond 2D formats being used in the context and representation technologies to delivery these formats. The following aspects may be considered for each workflow:
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a. Capturing and processing
For UE capable of directly capturing beyond 2D video on the device (e.g., UE with a stereoscopic camera,  UE equipped with ToF, LiDAR or Spatial camera), it pre-processes the captured video frames into a well-defined B2D format and sends them to the encoder as input. The encoded B2D video streams are then streamed to the streaming server within the network, where the server may transcode them into different bitrates and distribute them to various audiences. The receiving end decodes B2D video streams and perform post-processing to adapt to the rendering system.
For UE limited to capturing only 2D video (e.g., UE with a monocular camera), the UE initially encodes the regular 2D video and streams it to a cloud server capable of real-time 2D-to-beyond 2D transcoding (the process is described in the pipeline below). The cloud server then encodes the transcoded B2D video and streams it to the streaming server.
Pipeline for 2D-to-beyond 2D conversion:
[image: ]
b. Encoding	
One codec that can be used to realize this scenario is concurrent H.265/HEVC. 
Another codec that can be used to realize this scenario is MV-HEVC. Other codecs may be studied as part of this scenario.
c. Packaging and delivery
· Schierl, Thomas & Narasimhan, Sam. (2011). Transport and Storage Systems for 3-D Video Using MPEG-2 Systems, RTP, and ISO File Format. Proceedings of the IEEE. 99. 671 - 683. 10.1109/JPROC.2010.2091370. 
·  Transport of 3D Video in DVB System (https://research.thea.ie/bitstream/handle/20.500.12065/3101/Transmission%20of%203D%20video%20content.pdf?sequence=1&isAllowed=y)
d. Decoding
concurrent H.265/HEVC decoding capabilities or MV-HEVC
e. *Post-processing
f. Rendering 
The display devices tracks the viewer's eye position and adjusts the 3D effect in real-time for single viewer applications (parallax adjustment) and rendering.
g. General constraints on latency, bandwidth, reliability and complexity
[Latency: 1s
Bandwidth: 100Mbit/s～1Gbit/s (evaluate the impact of  the beyond 2D video representations on the bandwidth requirements of streaming with minuscule loss probabilities)]
4. Supporting companies and 3GPP members 
China Mobile, ZTE.
5. Source format properties
Table 6.X.3-1 provides an overview of typical beyond 2D source signal properties for UE-to-UE Live Streaming. This information is used to select proper test sequences.
Table 6.x.3-1 Stereo Video Format Properties for UE-to-UE Live Streaming
	Source format properties
	B2D Live Streaming

	Number of views
	2

	Spatial resolution for each view
	For each view:
1920 x 1080
2560 x 1600

	Chroma format
	Y’CbCr, RGB

	Chroma subsampling
	4:2:0

	Picture aspect ratio
	32:9 
16:9 
16:10

	Frame rates
	25, 30, 60, 90, 120 Hz 

	Bit depth
	8, 10

	Colour space formats
	BT.709,BT.2020

	Transfer characteristics
	BT.709,BT.2020


6. Encoding and decoding constraints and settings
Table 6.x.4-1 provides an overview of encoding and decoding constraints for H.265/HEVC for UE-to-UE Live Streaming scenario. This information supports the definition of detailed anchor conditions.
Table 6.x.4-1 Encoding and Decoding Configurations for Stereo Video
	Encoding and Decoding Constraints
	H.265/HEVC

	Relevant Codec and Codec Profile/Levels
	H.265/HEVC Main 10 Profile  
Level 4.1, 5.1

	Random access frequency
	1 seconds

	Bit rates and quality configuration
	Fixed QP: [17, 22, 27, 32, 37] 
CBR
Half Width/Height: 5-8Mbps
Full Width/Height: 8-16Mbps
Capped-VBR

	Bit rate parameters (CBR, VBR, CAE, HRD parameters)
	Covering a range of relevant bitrates and qualities

	Latency requirements and specific encoding settings
	Low latency requirements

	Encoding complexity context 
	Real-time encoding, Cloud-based encoding

	Required decoding capabilities
	H.265/HEVC Main 10 Profile  
Level 4.1, 5.1


7. Performance Metrics and Requirements
a. A clear definition on how the performance needs to be evaluated including metrics, etc addressing the main 			KPIs of the scenario. 
b. Objective measures such as PSNR, VMAF, etc, may be used
c. Justification on whether objective metrics are sufficient and representative of the subjective performance.
PSNR, SSIM, SIM, BD-Rate, signal-to-noise ratio (SNR)
<To Be aligned with agreed evaluation framework>

8. Interoperability Considerations for the application
[bookmark: _Toc4188]DASH
LL-HLS
RTP based delivery
9. Test Sequences
A set of selected test sequences that are provided by the proponents in order to do the evaluation. They should cover 		a set of source format properties
· Option 1:  Auto-converting a 2D video frame (BQTerrance 1920x1080, 60fps) to a stereoscopic 3D video (3840x1080 for each eye, 60fps) by using various algorithms and techniques 【Sequences is attached】
[image: ]
· Option 2: Public Datasets in research studies 
· InStereo2K :InStereo2K(1080*860,  natural) contains 2050 pairs of images with high accuracy disparity maps (2000 for training, 50 for testing). We hope it can improve the the generalization performance of deep stereo matching networks.
· CreStereo: Synthetic 200000 1080 × 1920
· Middlebury: 24 datasets Mobile stereo datasets with ground truth
· ETH3D
· KITTI 2012/2015
10. Detailed test conditions
Provides a proposal for detailed test conditions, for example based on a reference software together with the sequences and configuration parameters.
<TBD>
11. External Performance data
References to external performance data that can be added, for example other SDOs, public documents and so on.
G. Piro, C. Ceglie, D. Striccoli and P. Camarda, "3D Video transmissions over LTE: A performance evaluation," 		Eurocon 2013, Zagreb, Croatia, 2013, pp. 177-185, doi: 10.1109/EUROCON.2013.6624983.
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12. Additional Information
a. Industry activities
Is there Relevant work in industry forums?
b. Implementation constraints
Are there any indications about scalability of the technology with regards to network and devices?
c. Innovation
Does the technology address a current or a future need on the market? Can it potentially disrupt existing markets?
<TBD>

3	Proposal
It is proposed to document this scenario to permanent document of TR 26.956.
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