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1 [bookmark: _GoBack]Introduction
During SA4 #125 two contributions related to the study item’s progress check, expectations and way forward were submitted (S4-231333 and S4-231334). Due to the limited time available, these issues were briefly discussed but without conclusion during the meeting. This contribution continues the discussion with the aim for the group to come to an agreement of the expectations and way forward of the study and beyond.
2 Evaluations
An evaluation framework was added to the objectives for the evaluation of scenarios, where aspects related to the evaluation framework can be divided into two categories: feasibility study on split inferencing, and evaluation on AI/ML model compression.
The purpose and expectations for the two different categories are inherently different, even though both may use the same framework:
· Evaluation feasibility study on split inferencing:
· There is no expectation to evaluate potential solutions or technologies
· Intention is to document data which may contribute in showing the feasibility of split inferencing between two entities (UE & server), namely in terms of intermediate data sizes and potential processing benefits (e.g. processing latency), when compared to the two non-split inference anchors (full inferencing on the UE and in the server).

· Evaluation on compression of AI/ML model data:
· Expectation to evaluate different potential solutions and technologies for the compression of AI model data
· Such compression related evaluations should include metrics highlighting the performance of proposed solutions and technologies
· Separate from evaluation of potential solutions and technologies for compression, the need for compression, and the benefits of the same in the context of the use cases defined by the study should also be studied and considered
3 Prioritization and other WGs
It was agreed that priority will be given to the scenarios with aspects related to those considered in the SA1 study as document in TR 22.874:
· AI/ML operation splitting between AI/ML endpoints
· AI/ML model/data distribution and sharing over 5G system
· Distributed/Federated Learning over 5G system

Now with two TRs for the study, realistically a best effort to complete TR 26.927 with the priorities noted above would allow for intermediate or final conclusions recommending normative work to be conducted in Rel-19, not ruling out any continued study of topics or items (whether evaluation related or not) into Rel-19.
As part of the #125 discussions it was also commented that:
· The completion of the SA1 study in the Rel-18 timeframe (at the end of 2021) should lead to normative work in the same Release ideally, or at least in Rel-19 (realistically)
· Prioritization in the SA4 study is on non-compression aspects, in particular distribution aspects and split inference aspects
In addition, during SA2 #157, SA2 has defined 5QIs for AI/ML, namely for the delivery of AI/ML model data, and for split AI/ML inference download and upload data. These are shown below.
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Table 5.7.4-1 from TS 23.501-i22: Standardized 5QI to QoS characteristics mapping
The condensed table above shows the 5QIs as defined by SA2, reused to support split AI/ML and AI/ML model delivery. 
The defined 5QIs from SA2 correspond to the agreed prioritized scenarios for our SA4 study, and there are several implications of the work done by SA2:
· Having defined 5QIs for AI/ML in media services in particular, SA2 recognizes and identified that these AI/ML media services have different QoS requirements and characteristics
· These new 5QIs are directly linked to the purpose of the ongoing feasibility evaluation for non-compression scenarios, namely split inferencing
· These new 5QIs for media can be used to enable normative work in SA4 related to the same in order to complete stage 3 work, thereby enabling the service in 3GPP
· It may be useful to keep a close liaison with SA2 in the future for related aspects, such as 5QIs for other additional AI/ML media use cases

4 Way forward
Leading from the discussions above, depending on the progress of the evaluations, we may envisage a possible two track approach for Rel-19.
1. For study aspects with priority (those related to SA1 requirements such as delivery aspects, split inferencing and federated learning), we may consider normative work related to the same, leveraging the work done in SA2, and taking into account feasibility results for the same.
2. For other aspects, such as compression related evaluations, which may take more time beyond Rel-18 to complete, we may consider to continue the study and evaluation of these topics. In addition, other topics such as federated/distributed learning may also be studied further (whilst taking into account the related work in other WGs).
This two track approach is shown in the figure below:
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For this approach, it is necessary to draw conclusions related to some functional aspects (for model delivery, split operations and federated learning) from TR 26.927 by the end of Rel-18, including the contents related to the prioritized work as discussed.
5 Proposal
We propose for the group to come to an agreement related to the contents discussed in this document, in particular:
· Focusing efforts on TR 26.927 to be able to draw conclusions related to the prioritized functional aspects by the end of Rel-18, with the intention to proceed with normative work in Rel-19 related to same
· Enable the continuation of study work related to TR 26.847 in Rel-19 (and TR 26.927 is not complete)
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