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1. [bookmark: _Toc504713888][bookmark: _GoBack]Introduction
In SP-200399, the new study on “Support of 5G Glass-type AR/MR Devices” has been agreed.
The objective of this study item includes the following:
1) Provide formal definitions for the functional structures of AR glasses, classified as device types of XR5G-A4 (standalone) and XR5G-A2, A5 (wirelessly tethered) in TR 26.928, including their capabilities and constraints with respect to communication, computing and graphics processing, tracking, sensors, display, and power consumption
NOTE 1: Device type of XR5G-A3 (video see-through HMD) are not the primary scope of this study, but are not excluded per se.
2) Describe key use cases for AR services over 5G based on those in Table 4.10 of TR 26.928, map each use case to suitable device types, and define relevant processing functions and reference architectures for the devices that are required to support the use cases, taking into account the constraints and capabilities identified under the first objective.
NOTE 2: The preferred cases will be those capable of delivering experiences previous or existing media services could not support, e.g., those requiring features for AR/MR 3D download, communication or conversational (related to use cases 1, 2, 7, 8, 11, 15, 16, 17, 19, 20, or 23). The study also allows new use cases not covered in TR 26.928. 
3) Describe the architecture for media flow relevant to the use cases identified in the second objective. Identify media (exchange) formats and profiles relevant to the use cases identified in the second objective that can be processed on AR platforms as defined under the first objective. Identify where media processing functions occur and which type of media formats are used for exchange between these elements to the described architecture. 
NOTE 3: Exchange formats include both, formats and signals consumed on AR devices (e.g. overlays, scenes, animations) as well as those that are generated (and shared) on/by those (for example to support spatial localization, object recognition and tracking).
4) Identify necessary content delivery transport protocols and capability exchange mechanisms, as well as suitable 5G system functionalities (e.g., device, edge, network) and QoS (including radio access and core network technologies) required for the use cases. If existing technologies and protocols cannot serve the cases sufficiently, describe the necessary functionalities and features.
5) Identify key performance indicators and quality of experience factors (such as immersiveness, presence, localization, and world tracking accuracy) for the AR use cases based on the initial considerations in TR26.928, clause 4.2 with additional emphasis on the use cases, device platforms and exchanges formats for AR as identified in earlier objectives.
NOTE 4: As there can be several approaches for the optical implementation of displays, this study does not prefer any display types, nor will it define any detailed criteria or quality requirements.
6) Identify relevant radio and system parameters (required bitrates, latencies, loss rates, range, etc.) to support the identified AR use cases and the required QoE, in particular when the AR device is connected via 5G sidelink interfaces.
NOTE 5: Depending on the use cases, other types of peripheral devices, such as external cameras and sensors, can also be connected to the UEs in a similar fashion. 
7) For each of the identified use cases and AR device platforms, provide a detailed overall power analysis for media AR related processing and communication building on the information in TR26.928, clause 4.8. Different design options should be considered, for example if media processing is carried out on the device, on a puck/smartphone or in the edge/cloud. It is recommended to contact relevant 3GPP WGs, in particular, and RAN4, on expected modem power consumption for certain use cases.
NOTE 6: Support other 3GPP WGs and other SDOs on relevant aspects related to their work and responsibilities for these new design options and form factors on a need basis, in particular when requested for processing functions in scope of SA4.
8) Identify potential areas for normative work as the next phase and communicate with other 3GPP WGs on relevant aspects related to the study.
Based on the agreements in S4aV200581 and the comments from the meeting:
· Provide a clear definition for different AR Glass types.
· Focus on smart glasses and possibly holographics displays
· Develop different architectures for smart glasses for which the 5G modem is included in the smart glass taking into account
· Uu/FR1 based communication
· Uu/FR2 based communication
· Sidelink/FR2 communication
· Identify power budgets for each of the use cases and identify exchange formats, KPIs, etc.
· Use this analysis to progress other objectives

1. More Motivation
Based on the discussions, we consider 3 types of devices and device architectures
Device 1: Tethered Smart Glass
[image: ]
Device 2: AR HMD Standalone
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Device 3: Smart Glass Standalone
[image: ]
1. Proposed Changes
[bookmark: _Toc56501494]4.X	AR Devices and Glasses
This clause provides an overview on devices for Augmented Reality (AR). Unlike VR, AR applications is not necessarily limited to a wearable device, but are is implemented on phones, projectors, heads-up displays alike in addition to AR glasses or AR HMDs. In the following we differentiate different AR device types:
1) Heads Up Displays (HUDs): It is a transparent display that presents data to the user’s screen in front of its eyes, hence the user need not look away from their usual viewpoints. Additional data displayed could be routes, location, plans, black spots, chats with other device users, and even 3D images and videos. HUDs are very typical in automotive applications.
2) Holographic Displays or AR HMDs: Augmented Reality glasses based on this technology display 3D holograms overlaid on the real world where the user is located to render a mixed reality experience to the user. The hologram image is generated using light diffraction techniques. Such devices are typically used in business and commercial applications, as the form factors are not built for convenient usage. Holographic display are close and similar to VR HMDs with similar aspects in terms of quality requirements.
3) Smart Glasses: AR smart glasses are wearable computer-capable glasses that add extra information, ideally 3D images and information such as animations and videos, to the user’s real-world scenes by overlaying the computer-generated or digital information on the user’s real-world. It can retrieve information from smart phones and other devices, either through wired or wireless connections. Smart glasses are designed for usage as would be regular glasses. 
4) Handheld: Handheld AR is using handheld devices such as smartphones on which AR apps are installed to access and apply AR. They contrast with the AR headsets that are worn on the head and are easy to use and cheap but provide less immersive experiences.
This technical report focuses in particular on device type 2 and 3, as they provide new challenges for the 5G System-based delivery. These two types are quite different in terms of the primary objectives.
Holographic Display and AR HMDs follow the requirements for VR HMDs, for details refer to TR 26.928, clause 4.2. The technical requirements are summarized in the following:
Technical Requirements for visual presence have been formulated by Valve's ™ R&D Team: 
· Tracking
· 6 degrees of freedom tracking - ability to track user's head in rotational and translational movements.
· 360 degrees tracking - track user's head independent of the direction the user is facing.
· Sub-centimeter accuracy - tracking accuracy of less than a centimeter.
· Quarter-degree-accurate rotation tracking
· No jitter - no shaking, image on the display has to stay perfectly still.
· For room-scale games and experiences, comfortable tracking volume - large enough space to move around and still be tracked of roughly 2m cubes. For seated games/experiences a smaller tracking volume is sufficient.
· Tracking needs to be done frequently to always be able to operate with the latest XR Viewer Pose. Minimum update rates as discussed above are 1000Hz and beyond. Especially rotational tracking requires high frequency.
· Latency
· Less than 20 ms motion-to-photon latency - less than 20 milliseconds of overall latency (from the time you move your head to when you see the display change).
· Minimize the time of pose-to-render-to-photon. Rendering content as quickly as possible. Less than 50ms for render to photon in order to avoid wrongly rendered content. For more details refer to clause 4.2.2.
· Fuse optical tracking and inertial measurement unit (IMU) data –
· Minimize loop: tracker → CPU → GPU → display → photons.
· Minimize interaction delays and age of content depending on the application. For more details see 4.2.2.
· Persistence
· [bookmark: _Hlk26215049]Low persistence - Turn pixels on and off every 2 - 3 ms to avoid smearing / motion blur. Pixel persistence is the amount of time per frame that the display is actually lit rather than black. “Low persistence” is simply the idea of having the screen lit for only a small fraction of the frame. The reason is that the longer a frame goes on for, the less accurate it will be compared to where you’re currently looking. The brain is receiving the same exact image for the entire frame even as you turn your head whereas in real life your view would constantly adjust.
· 90 Hz and beyond display refresh rate to eliminate visible flicker.
· Resolution
· Spatial Resolution: No visible pixel structure - you cannot see the pixels. Low resolution and low pixels per inch (PPI), can cause the user to feel pixelation and feel like he or she is looking through a screen door. In 2019, it is commonly accepted that 2k by 2k per eye provides acceptable quality. Increasing the horizontal resolution to 4k is considered a next step. 
· Temporal Resolution: According to https://developer.oculus.com/blog/asynchronous-timewarp-examined/, to deliver comfortable, compelling VR that truly generates presence, developers will still need to target a sustained frame rate of 90Hz and beyond, despite the usage of asynchronous time warping.
· Optics
· Wide Field of view (FOV) is the extent of observable world at any given moment and typically 100 - 110 degrees FOV is needed. For details on FoV, see 3GPP TR 26.918 [2], clause 4.2.2.
· Comfortable eyebox - the minimum and maximum eye-lens distance wherein a comfortable image can be viewed through the lenses.
· High quality calibration and correction - correction for distortion and chromatic aberration that exactly matches the lens characteristics. For details on optics, see 3GPP TR 26.918 [2], clauses 4.2.3 and 4.2.4.
The main objective for smart glasses is the ability to use it as a regular glass with additional overlaid information. Hence, such a device is driven by design, power and integration constraints, A typical set of specifications for smart glasses is provided in Table 4.X-1.
Table 4.X-1: High-Level Specification of Smart Glasses
	Property
	Specification

	Battery
	Specs: For 18-20 hours of battery life based on average use

	Sensors
	9-axis IMU, Ambient Light Sensor, Proximity sensor

	Weight
	65 - 75 grams (depending on size, style, and lenses)

	Connectivity
	Be able to connect to internet and peripheral devices

	Display
	Dual see-through display (minimum 1080p 60fps, but likely more)

	Audio
	Microphone (speech-to-text capable), Directional speaker

	Colors
	Various styles including prescription lenses.

	Features
	Hands free experience, Voice dictation, virtual objects interaction, See through display and heads-up display



4.Y	Power Analysis
According to TR 26.928, clause 4.8, one of the most important issues when considering form factors and processing is the ability of the device to dissipate power, especially when no external cooling is available. Figure 4.8-2 shows the temperature rise depending on the surface power density. As example, two points on the figure can be considered: 
· At 5C rise over ambient, power density that can be dissipated is 0.023 W/square inch. A smart phone whould have a surface area from 20 to 30 square inch, i.e. the power that can be dissipated is 0.5 to 0.75 Watt. 
· AT 25C rise over ambient, power density that can be dissipated is 0.18 W/square inch. For a smartphone this would allow around 4 to 5 W continuous power dissipation. However, for an AR glass, the surface area is much smaller and so much less power can be dissipated, somewhere in the range of 1W. As an example, in a 25C room, the device enclosure surface temp would be 50C, which is already on the higher end of what is generally considered acceptable. 
[image: ]
Figure 4.X-1: Temperature rise vs. power density
A summary of the different device types is provided in Table 4.8-1 along with tethering examples, placement of 5G Uu modem, XR engine and localization support, power supply and typical maximum available power. In all device types, the sensors are on the device. The table also addresses the options applicable for tethering between the device carrying the 5G Uu Modem, and the XR device, if applicable. The table also addresses options for the XR engine that includes scene recognition and viewport rendering. The following definitions for the XR engine are used:
· External: the device only supports display and receives a fully rendered viewport data that can be displayed directly. Any scene recognition, if applicable, is not on the device.
· Split: the external device does a pre-rendering of the viewport based on sensor information and the device does the final rendering considering the latest sensor information. Different degrees of split exist, as discussed before. Similalrly, scene recognition can be subject to split computation. 
· XR device: that device does the full rendering of the viewport in the device, sensor information is only processed locally. Any scene recognition, if applicable, is on the device.
Table 4.8-1: XR Device Types
	XR Device Type
Name
	Tethering
Examples
	5G Uu Modem
	XR Engine Localization
	Power Supply
	Typical Max Avail Power

	Phone
	n/a
	XR device
	XR device or split
	Internal
	3-5 W

	Smart Glass wired tethering
	USB-C
	External
	External
	External
	1-3 W

	Smart Glass wireless tethering
	802.11ad/y, 5G sidelink. etc.
	External
	External
	Internal
	0.5 – 1 W

	AR HMD 
	n/a 
	XR device
	XR device or Split
	Internal
	3-7 W

	5G Smart Glass
	n/a
	XR device
	XR device or Split
	Internal
	0.5 – 1 W 



When designing media processing, XR functionality and 5G connectivity, it is important to understand the power consumption of different components that are possibly integrated in XR devices. The following should be considered:
-	Tracking and Sensing
-	3DoF tracking may be done with low power consumption, e.g., below 1 Watt
-	6DoF tracking involving for example, capturing cameras, LEDs for eye and hand tracking, etc. are more power-consumption intense
-	Display
-	Display power consumption is critical and depends on the device. 
-	Display power consumption can be in the range of 0.3W up to 1W
-	Render (GPU)
-	The power consumption of the GPU depends on frame rates, resolution, display technology
-	The power consumption can be from several mWatt to several Watt depending on the use case
-	Compute and Media Processing (CPU)
-	Similar observation as for the GPU
-	If encoding is involved, power consumption is typically higher.
-	Connectivity
-	The power consumption of wireless contection such as 5G depends on several factors including bitrates, distance from radio access network, channel conditions, frequeny range, etc.
-	The power consumption can be from several mWatt to several Watt depending on the use case.
It is expected that each of the components will undergo improvements to address power savings. It is important that in the development of technical specifications of XR devices, the power consumption of each component is considered.
<more details need to be added> 
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