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[bookmark: _Toc49376988][bookmark: _Toc55812964][bookmark: _Toc41600566]5	Test and Characterization Framework for Video Codecs
[bookmark: _Toc49376989][bookmark: _Toc55812965]5.1	Overview
This clause defines the characterization framework for video codecs for relevant 3GPP scenarios. For this purpose, the following is applied:
· A set of relevant scenarios are defined. The scenarios reflect a typical application for video codecs in 5G systems and networks. The scenarios are introduced in clause 6 and may be extended in future versions of this document.
· For each scenario, one or several reference sequences are defined that serve as the baseline for anchor generation.
· For each test scenario, one or several anchors are defined and generated. For details on anchors, please refer to clause 5.3. For anchor generation, reference software tools are used as introduced in clause 5.4.
· For each of the anchors, metrics are provided. Metrics are documented in detail in clause 5.5.
· Tests for new codecs can be developed and generated. They are equivalent to anchor generation, but possibly for other codecs. Tests are introduced in clause 5.6.
· Codecs are to be characterized against anchors. Characterization is documented in terms of expected bitrate savings for a codec, and may include additional comparison parameters such as complexity increase, etc. The basic characterization is introduced in clause 5.7.
An overview of the anchor generation framework and the anchor metrics is provided in Figure 5.1-1. An integral part of this Technical Report is:
-	Reference and anchor sequence formats to store raw video data
-	One or multiple reference sequences for each of the defined scenarios
-	Reference software encoders
-	Anchor configuration files
-	Anchor bitstreams in a well-defined anchor bitstream format
-	A anchor metric computation based on a reference sequence, anchor bitstream and an anchor sequence.
-	Conforming decoders to generate anchor sequences from an anchor bitstream
-	Anchor metrics
NOTE: as the anchor sequences can be generated by conforming decoders, anchor sequences are not included in this technical report
[image: ]
Figure 5.1-1 Anchor Generation Framework and Anchor Metrics Generation
[bookmark: _Toc55812966][bookmark: _Toc49376990]5.2	Reference Sequences
This specification provides reference sequences that are used in order to provide anchors and are also made available in order to generate test results for other codecs. Reference sequences are selected to represent scenarios.
Reference sequences are collected described in Annex C of this document among along with their properties and their licenses. Annex E describes how to provide or access reference sequences.
In order to address reference sequences with different raw formats and to maintain timing in these sequences, they are in a consistent format that maintains sequence properties as well as timing. The format follows the MP4 format for raw video sequences as defined in ISO/IEC 23001-17 [46]. More details on reference sequence format is provided in Annex B.3.
[bookmark: _Toc55812967]5.3	Anchors
Anchors provide a baseline that a tested method can be compared against. Anchors defined in this specification use a codec/profile/level that exists in an existing 3GPP specification as introduced in clause 4.
Anchors tuples are collected in tuples to address different quality and bitrates that can then be used for evaluation over a larger set of operation points.
The following principle apply to anchor definitions:
· Each scenario typically has several well-defined anchors
· An anchor is a combination of:
· Explanation what this anchor is important for
· Reference sequence
· Reference encoder
· Encoder configuration
· Encoding complexity estimation, if available
· Variable encoder configuration to create multiple quality/bitrate variants (using for example QP variations or other bitrate/quality evaluation tools). 
· Anchor tuples creating multiple variants, each including
· Anchor bitstream
· Anchor Metrics
· Additional recommended anchor information includes
· MD5 check sum of the complete decoded yuv file (anchor sequence)
· Output picture log 
· Anchors and anchor tuples are an integral part of the Technical Report
· Anchors are preferably stored in an ISO BMFF-based container format.
Anchor tuples should be created over a wide range of parameters in order to provide sufficient data and overlap with expected test results to support the generation of characterization results (see clause 5.7).
The generation of anchor tuples is shown in Figure 5.3-1.
[image: ]
Figure 5.3-1: Anchor Tuple Generation Framework and Anchor Tuple Metrics Generation
[bookmark: _Toc55812968][bookmark: _Toc49376992]5.4	Reference Software Tools
[bookmark: _Toc55812969]5.4.1	General
Anchors bistreams are generated with a dedicated reference software. The reference software is documented in order to permit repeatability of the anchor generation.
Reference configurations for reference encoders are provided in Annex D.
[bookmark: _Toc55812970]5.4.2	H.264/AVC
For H.264/AVC generated anchors bitstream, the following reference software has been used:
· JM19.0 H.264/MPEG-4 AVC Reference Software: The reference software for H.264/MPEG-4 AVC is called JM (Joint Test Model). The JM software is maintained and can be downloaded from in the repository https://vcgit.hhi.fraunhofer.de/jct-vc/JM and development versions are available. For JM-based H.264/MPEG-4 AVC anchors, version 19.0 is used except specified otherwise. The reference software supports the following 3GPP profiles and levels
· Tbd
[bookmark: _Toc55812971]5.4.3	H.265/HEVC
For H.265/HEVC generated anchors bitstreams, the following reference software has been used:
· HM16.22 H.265/MPEG-H HEVC Reference Software: The reference software for H.265/MPEG-H HEVC is called HM (HEVC Test Model). The HM software is maintained and can be downloaded from in the repository https://vcgit.hhi.fraunhofer.de/jct-vc/HM and development versions are available. For HM-based H.265/MPEG-4 HEVC anchors, version 16.22 is used except specified otherwise. The reference software supports the following 3GPP profiles and levels
· tbd
[bookmark: _Toc55812972]5.5	Metrics
[bookmark: _Toc55812973]5.5.1	General
Each anchor bitstream gets assigned multiple performance metrics, in particular:
· the bitrate of the sequence on ISO BMFF basis, i.e. the sum of the size of all samples compressed pictures divided by duration of the sequence.
· If Standard Dynamic Range (SDR) is used, then the metrics in clause 5.5.2 apply.
· If High Dynamic Range (HDR) is used, then the metrics in clause 5.5.3 apply.
These document does not specify metrics in the report, but the exact definition of metrics based on a provided computational script introduced in Annex B.4 and integral to this Technical Report.
Subjective evaluation of anchors streams is not excluded per se, but this specification does not define any recommended metric or method. Details are for further study.
[bookmark: _Toc55812974]5.5.2	SDR Metrics
For standard dynamic range (SDR) sequences, the following metrics are used:
· Peak-Signal to Noise Ratio (PSNRy) of luminance component, as specified in [44]
· Weighted PSNR over color components (wPSNRyuv)
· Structural similarity metric (SSIM and MS-SSIM), as specified in [XA] [XB] and [xx]
· Video Multimethod Assessment Fusion (VMAF), as specified in [xy]
For details refer to [44].
[bookmark: _Toc55812975]5.5.3	HDR Metrics
For high dynamic range (HDR) sequences, the following metrics are used:
· PSNRL100, as specified in [44] and [xz],
· Weighted PSNR over color components (wPSNR), as specified in [44] and [xz],
· DE100, as specified in [44] and [xz],.
For details refer to [44].
[bookmark: _Toc55812976]5.6	Tests
Tests may be executed to compare against anchors defined in this specification. Tests, equivalently to anchors, are collected in tuples to address different quality and bitrates that can then be used for evaluation over a larger set of operation points.
A test is developed against an anchor and is a combination of:
· Anchor
· Reference Sequence
· Test encoder
· Test encoder configuration that matches the anchor configuration
· Encoding complexity estimation, if available
· Variable Test encoder configuration to create multiple quality/bitrate variants (using for example QP variations or other bitrate/quality evaluation tools). 
· Test tuples creating multiple variants, each including
· Test bitstream
· Test Metrics
· Additional recommended anchor Test information includes
· MD5 check sum of the complete decoded yuv file (reconstructed test sequence)
· Output picture log 
· Tests are an integral part of the Technical Report
The generation of test tuples is shown in Figure 5.6-1.
[image: ]	Comment by Gaëlle: Modify to add Test encoder
Figure 5.6-1: Test Tuple Generation Framework and Test Tuple Metrics Generation
[bookmark: _Toc55812977]5.7	Characterization
Characterization is the comparison of a codec under test with an anchor based on the framework introduced in this clause. Characterization in this report is based on Bjöntegard-Delta (BD)-rate information according to [44].
It is expected that for each of the scenarios, the following information is documented:
· The BD-rate for each anchor tuple and each metric.
· The average BD-rate for all anchors of the scenario against one codec for one metric.
· [The average BD-rate for all anchors of the scenario against one codec for all metrics]
[image: ]
Figure 5.7-1: Characterization Framework

BD-Rate is computed according to the CTC method used in JVET and specified in [44] from the tools publicly available: Reference codec software, Excel file available in [xy] for SDR and in [xz] for HDR. 
The Excel files include the VBS script bdrate( ) to compute the BD-Rate performance between a test codec and a reference from four rate-distortion points. 
These excel files have been extended in the Random-Access and low delay tabs to contain new columns for the new metrics: VMAF, SSIM and MS-SSIM, in the SDR case only. The “SA4 extended excel files” for SDR and HDR are attached.
For the computation of VMAF, SSIM and MS-SSIM, the C++ executable “vmafossexec” [zz], open source provided by Netflix could be used (Licence BSD + Patent) (Note: a tag need to be defined for libvmaf and vmafossexec). MS-SSIM is computed in Vmafossexec with the default 11 Gaussian Window and default K1=0.01 and K2=0.03.

Here is the command line:

vmafossexec $VMAF_FMT $WIDTH $HEIGHT ref.yuv test.yuv $VMAFMODEL --thread 1 --psnr --ssim --ms-ssim --log metrics.vmaf
$VMAF_FMT: describe yuv subsampling (yuv420p10le or yuv420p8In10leOut)
$VMAFMODEL: vmaf_4k_v0.6.1.pkl (4K and more) or vmaf_v0.6.1.pkl (HD and lower res)
thread: 0 to use all threads available
Note: the VMAF executable allows to extract the psnr which could also be used  to check if it matches reference software output.
Another optional method is provided, as described in Annex F, to compute the metrics automatically.  BD-Rate computation is supported by a script that uses anchor tuple and test tuple metrics to provide the characterization results as shown in Figure 5.7-1. 
For details on BD-Rate computation, refer to Annex B.5.[44]
End of Second Change

Start of Third Change
[bookmark: _Toc41600632][bookmark: _Toc55813071][bookmark: _Toc49377079]Annex B
Details on Performance Metrics	Comment by Gaëlle: Proposal 1: delete annex B, otherwise see proposed changes.
[bookmark: _Toc55813072][B.1	Introduction
This Annex provides a detailed overview on performance metrics that are potentially relevant for the evaluation of video codecs based on the ITU-T Technical Paper [44]. In case of conflicting information [44] takes precedence. The information in this annex are meant to help with the optional use of the quality evaluation tool described herein and the optional scripts described in annex F.  
[bookmark: _Toc55813073]B.2	Objective metrics for evaluation of video coding efficiency experiments
The ITU-T Technical Paper [4044] provides a description of Bjøntegaard Delta rate (BD-rate) measurement practices for video coding experiments. The document provides a concept-level overview of recent practices and provides references to technical papers that describe further details. In addition, the document provides comments on why some of the choices were made and identifies situations where caution must be taken when interpreting the results. 
To calculate the Bjøntegaard Delta bit rate, a distortion metric needs to be used. For standard-dynamic range video, the distortion metric primarily used has been the Peak Signal to Noise Ratio (PSNR). There are certainly some weaknesses to the PSNR-based BD-rate measure in terms of its correspondence with human perception of fidelity, but the use of PSNR-based BD-rate measures is the most prevalent in the video coding standardization community. 
For high-dynamic range (HDR) material additional aspects that influence the usability of BD-rate calculations. For screen content material (i.e., material that has not been captured by a camera), no need for a special metric has been seen and PSNR-based BD-rate is used for this category.
According to [4044], there are several steps in the BD-rate calculation process, where the result in each step is calculated from the result obtained in the previous step:
1. Calculation of PSNR for individual frames, see clause B.4 for details.
2. Calculation of per-sequence PSNR and bit rate values for each quantization parameter (QP) value. The QP value influences the resulting bit rate. Hence, compressing the sequence several times with different QPs ensures that the final BD-rate measurement will reflect the performance at many different bit rates. See clause B.4 for details.
3. Calculation of BD-rate values, for details see clause B.5.
In clause B.3, a reference file format to store raw elementary streams are introduced. These formats can be used together with the sequence quality evaluation tool defined in clause B.4.
An explanation to of the collected tools are provided in Annex B.6F. 
<Editor’s Note: Additional metrics such as VMAF or SSIM may be calculated and also used for BD-rate evaluation>
[bookmark: _Toc55813074]B.3	Uncompressed Video in ISOBMFF
[bookmark: _Toc55813075]B.3.1	Overview
Raw video formats follow the concepts developed in TR 26.902 [45]. The raw video sequences are stored in a format such that display timing is maintained. The 3GP file format as defined in TS 26.244 [46] was viewed as most appropriate. 
Attached to this document is a package ISOFileFormatConverter_711.zip which allows conversion of yuv video files in different formats to and from 3GPP/ISO BMFF file format. This package contains the relevant library as well as sample applications.	Comment by Gaëlle: Is that still accurate or is that in the script? Github? This is currently not attached to the document?
Raw video is stored as samples in a video track in ISO Base Media Format family files (such as MP4, 3GP and so on). That is, it uses the same video handler, video media header, etc., as a video track containing, for example, H.264/AVC. Raw video can take various formats - based on choice of colour model, sub-sampling, and so on. As is usual in ISO files, the format of the video (the 'decoder' needed) is declared by the sample entry 4-character-code. 
This encapsulation format adds boxes to the sample entry to parameterize the video.
Based on the requirements in this Technical Report, the following aspects of the raw data need to be provided:
1)	Spatial Resolution width
2)	Spatial Resolution height
3)	Chroma Format
4)	Chroma Sub-Sampling
5)	Picture Aspect ratio
6)	Frame rate
7) 	Bit depth
8) 	Color space format
9)	Transfer characteristics
10) Duration of the sequence
In addition, a sample needs to be defined along with the storage format.
[bookmark: _Toc55813076]B.3.2.	ISO/IEC 23001-17 – Background and Application for 5G Video
<tbd>
[bookmark: _Toc55813077]B.4	Sequence Quality Evaluation Tool
[bookmark: _Toc55813078]B.4.1	Overview
The quality evaluation tool is an extension to the tool provided TR 26.902 [45]. However, channel impairment aspects described in [45] are not studied in this TR. However, channel impairment aspects described in [45] are not studied in this TR.
For quality evaluation, an archive QualityEvaluation_711.zip is attached to this document. Note that some libraries in the package ISOFileFormatConverter_711.zip are required.	Comment by Gaëlle: Same comment as above
Metrics are defined based on a script. 
[bookmark: _Toc55813079]B.4.2	Usage of the QE tool
The usage of the QE tool is as follows:
QualEval [OrigSeq in ISOBMFF format] [AnchorBitstream in ISOBMFF format] [EncodedSeq in CMAF format]
whereby
-	OrigSeq corresponds to one of the original reference sequence in ISO BMFF format as defined in clause B.3.
-	Anchor Bitstream corresponds to the encoded bitstream in ISO BMFF format.	Comment by Gaëlle: Anchor bistream and / or Test bistream?
-	EncodedSeq corresponds corresponds to the reconstructed sequence without transmission in ISO BMFF format as defined in clause B.3.	Comment by Gaëlle: Which one is it?
The output of the program are the following six values:
-	The number of video frames in OrigSeq.
-	The number of video frames in ReconSeq.
-	The average PSNR_Y, PSNR_U and PSNR_V as well as the weighted PSNR in dB.
-	The PSNR of the average MSE_Y, of the average MSE_U and the average MSE_V in dB as well as the PSNR of the weighted average MSE.
-	The bitrate value.
-	<other values should be added, SSIM and VMAF>
[bookmark: _Toc55813080]B.4.3	What does the tool do
Following the description in [44], the tool does the following for Standard-Dynamic Range (SDR) and Hybrid Log-Gamma (HLG):
-	For each sample of the original reference sequence 
-	checks for the presented frame in the reconstructed sequence.	Comment by Gaëlle: Does reconstructed correspond to test/anchor sequence?
-	If a frame with the same presentation time exists in the reconstructed sequence, this one is taken for comparison.	Comment by Gaëlle: same
-	If no frame with the same presentation time exists in the reconstructed sequence, the one which is closest in the past is taken.
-	If the frame in the reconstructed frame does not have the same resolution as the original one, the reconstructed frame is up-sampled to match the original frame size.	Comment by Gaëlle: same
-	The mean square error, MSE_Y, is calculated between the luma channel 𝑑𝑒𝑐𝑌 of the reconstructed output image and the luma channel 𝑜𝑟𝑖𝑔𝑌 of the original image according to [44], equation (7-1) with H the height and W the width.
-	The luma PSNR value, PSNR_Y, for the frame is then calculated according to [44], equation (7-2) with bitDepth identical to the signal bit depth.
-	In addition, the MSE numbers for the two chroma, MSE_U and MSE_V, are calculated accordingly.
-	In addition, the PSNR numbers for the two chroma, PSNR_U and PSNR_V, are calculated accordingly.
-	For each sample of the encoded entire sequence, the following values are computed	Comment by Gaëlle: anchor bistream? Test bistream? 
-	the sample size according to the sample table box for encoded value is extracted.	
-	For the entire sequence, the following values are computed	Comment by Gaëlle: same
-	The aggregate PSNR_Y, PSNR_U and PSNR_V for a sequence are calculated as the average of the PSNR values for the individual frames according to [44], equation (7-3).	Comment by Gaëlle: same
-	The aggregate PSNR as a weighted average for each frame according to [40], equation (7-5) is calculated.
-	The aggregate MSE_Y, MSE_U and MSE_V for a sequence is calculated as the average of the MSE values. The resulting PSNRs of the aggregated MSE_Y, MSE_U and MSE_V is calculated using the equation in [44], equation (7-2).	Comment by Gaëlle: same
-	The PSNR of the averaged MSE is calculated.
-	The aggregate sample size in bytes is used and divided by the duration of the sequence.
For HDR sequences with PQ transfer characteristics, the following additional metrics are created as defined in [44], clause 8: PSNRL100, wPSNR and DE100.
[bookmark: _Toc55813081]B.5	BD-rate numbers
[bookmark: _Toc55813082]B.5.1	Introduction
The previous sections provide PSNR values and bit rate values for a single sequence encoding (using a single encoder configuration). For the BD-rate computation, two streams are needed 
1)	Anchor: the anchor refers to the baseline that is used to check the improvements for a tested configuration.
2)	Test: test is the tested method under investigation.
BD-Delta provides the aggregated bitrate savings over a range of bitrates at the same quality. Any quality measure Q may be used as defined in B.4.
The following assumptions are taken:
-	Several experiments have been carried out (for example for a different QP) for the anchor and the test, each resulting in a different bitrate results Ra[i], i=1,…, Na and Rt[j], j=1,…, Nt, respectively, as well as quality results Qa[i], i=1,…, Na and Qt[j], j=1,…, Nt,, respectively. Such results can be mapped to a single bitrate saving value.
-	The results may be carried out with the same resolution for all encodings or for different resolutions (applying a bitrate ladder). The tool in B.4.3 takes care of appropriate scaling to the highest resolution.
[bookmark: _Toc55813083]B.5.2	Per-sequence BD-rate
The quality-rate function for anchor and test results in a curve. The idea for a reference sequence is to estimate the area between these two curves to compute an average bit rate savings for equal measured quality. A detailed explanation of the how to do this is provided in [44], clause 7.3.
def BD_Q(RA, QA, RT, QT, piecewise=0):
    lRA = np.log(RA)
    lRT = np.log(RT)

    QA = np.array(QA)
    QT = np.array(QT)

    p1 = np.polyfit(lRA, QA, 3)
    p2 = np.polyfit(lRT, QT, 3)

    # integration interval
    min_int = max(min(lRA), min(lRT))
    max_int = min(max(lRA), max(lRT))

    # find integral
    if piecewise == 0:
        p_int1 = np.polyint(p1)
        p_int2 = np.polyint(p2)

        int1 = np.polyval(p_int1, max_int) - np.polyval(p_int1, min_int)
        int2 = np.polyval(p_int2, max_int) - np.polyval(p_int2, min_int)
    else:
        # See https://chromium.googlesource.com/webm/contributor-guide/+/master/scripts/visual_metrics.py
        lin = np.linspace(min_int, max_int, num=100, retstep=True)
        interval = lin[1]
        samples = lin[0]
        v1 = scipy.interpolate.pchip_interpolate(np.sort(lRA), QA[np.argsort(lRA)], samples)
        v2 = scipy.interpolate.pchip_interpolate(np.sort(lRT), QT[np.argsort(lRT)], samples)
        # Calculate the integral using the trapezoid method on the samples.
        int1 = np.trapz(v1, dx=interval)
        int2 = np.trapz(v2, dx=interval)

    # find avg diff
    avg_diff = (int2-int1)/(max_int-min_int)

    return avg_diff
[bookmark: _Toc55813084]B.5.2	BD-Rate overall
Once the BD-rate values for a set of test sequences have been determined, they are typically combined using an arithmetic average. For details refer to [44], clause 7.4.
[bookmark: _Toc55813085]B.6	Scripts and Tools
[Some baseline scripts are provided here: https://bitmovin.com/vp9-vs-hevc-h265/. A full tool will be made available here on github https://github.com/haudiobe/5GVideo and the ported to 3GPP repository]
]

End of Third Change

Beginning of Fourth Change
[bookmark: _Hlk56763837]Annex F
Software Packages
F.1	Introduction
Tbd
[Some baseline scripts are provided here: https://bitmovin.com/vp9-vs-hevc-h265/. A full tool will be made available here on github https://github.com/haudiobe/5GVideo and the ported to 3GPP repository]

F.2	Readme
Quickstart
Given an anchor definition, the tool performs encoding, reconstruction and runs additional metrics computation for all variants.	Comment by Gaëlle: is reconstruction decoding?
1. add the samples/references/yuv420_1280x720_8bit_rec709.yuv sequence
2. set the environment variable: HM_ENCODER=/path/to/HM/bin/TAppEncoderStatic
3. generate the sample HM anchor
./cmd.py ./samples/anchors/sample_hm.json encode decode`
Using docker
a sample Dockerfile is provided to build an image containing all the dependencies : HM, JM, and VTM
git clone https://github.com/haudiobe/5GVideo.git

cd 5GVideo

docker build -t anchortools -f ./docker/Dockerfile .

# add the missing `./samples/references/yuv420_1280x720_8bit_rec709.yuv` sequence

docker run --mount type=bind,source=./samples,target=/samples -it anchortools cmd.py /samples/anchors/sample_hm.json
the --mount option mounts the directory source path, and makes it available as target path in the running container.
Usage
./cmd.py ./anchor.json [encode] [decode] [metrics]
· the tool assumes you have reference encoders compiled, with environment variables pointing to the executables, see below.
encode
./cmd.py ./anchor.json encode decode
runs the reference encoder to generate both bitstream, and reconstructed sequence for all the anchors, with the reconstructed chroma format as specified in the encoder config.
./cmd.py ./anchor.json encode
runs the reference encoder to generate bitstream only.
decode
./cmd.py ./anchor.json decode
runs the reference decoder to reconstruct the bitstream, with the output chroma format matching the bitstream.
metrics
./cmd.py ./anchor.json metrics
generates some metrics for each variant defined in the anchor
the metrics options uses third party tools, see below.
Reference encoders
the following environment variables are needed depending on the encoder/decoder you want to use:
JM
JM_ENCODER=/path/to/JM/bin/lencod_static
JM_DECODER=/path/to/JM/bin/ldecod_static
HM
HM_ENCODER=/path/to/HM/bin/TAppEncoderStatic
HM_DECODER=/path/to/bin/TAppDecoderStatic
VTM
VTM_ENCODER=/path/to/bin/EncoderAppStatic
VTM_DECODER=/path/to/bin/DecoderAppStatic
Adding a custom encoder
implement the ReferenceEncoder interface (encoder_id, encode_variant, decode_variant) and decorate your class (@register_encoder)
Anchor definition
example anchor.json :
{
    "description": "human readable description, use case, settings overview ...",
    "reference": "path/to/reference/sample.yuv",
    "encoder": "HM",
    "encoder_cfg": "path/to/anchor/encoder_cfg.cfg",
    "variants": {
        "variant_id0": {
            "OptionKey": "OptionValue0",
            "OptionKey2": "{ANCHOR_DIR}/sub0.cfg",
            [...]
        },
        "variant_id1": {
            "OptionKey": "OptionValue1",
            "OptionKey2": "{ANCHOR_DIR}/sub1.cfg",
            [...]
        },
        [...]
    }
}
notes :
· if test_sequence or encoder_cfg is a relative path, it is interpreted as relative to anchor.json.
· when used in the variant options {ANCHOR_DIR} is expanded to the anchor's encoder config directory: path/to/anchor.
Variant options to encoder CLI args mapping
HM, VTM
{
    "encoder_cfg": "/encoder.cfg",
    "variants": {
        "variant_id0": {
            "-k": "v",
            "--Key": "value"
        }
    }
}
maps to -c /encoder.cfg -k v --Key=value
JM
{
    "encoder_cfg": "/encoder.cfg",
    "variants": {
        "variant_id0": {
            "-f": "file.cfg",
            "Key": "value"
        }
    }
}
maps to -d /encoder.cfg -f file.cfg -p Key=value
Output
the above configuration would generate the following :
# variant bitstream
path/to/anchor/encoder_cfg.variant_id0.bit

# encoder log (VTM has additional .opl file)
path/to/anchor/encoder_cfg.variant_id0.enc.log

# reconstructed variant
path/to/anchor/encoder_cfg.variant_id0.yuv

# variant metrics
path/to/anchor/encoder_cfg.variant_id0.csv

[...]

path/to/anchor/encoder_cfg.variant_id1.bit
path/to/anchor/encoder_cfg.variant_id1.yuv
path/to/anchor/encoder_cfg.variant_id1.enc.log
path/to/anchor/encoder_cfg.variant_id1.csv

[...]

# averaged metrics, one variant per row
path/to/anchor/encoder_cfg.csv
Raw video sequence descritpion
YUV sequences are currently described through a sidecar file.
eg. for the above path/to/reference/sample.yuv, add the following path/to/reference/sample.json
{
    "width": 1280,
    "height": 720,
    "chroma_format": "yuv",
    "chroma_subsampling": "420",
    "bitdepth": 8,
    "fps": 30,
    "color_space": "rec709",
    "transfer": null,
    "framecount": 30
}
Current limitations
· fps is converted to integer
· only planar YUV reference sequences are supported
· the transfer and color_space properties are currently ignored, however color space conversions can be configured through the encoder.cfg file and through variant options for each encoder
· metrics computation assumes reference sequence and reconstructed sequences share the same chroma format, frame packing and bitdepth
Dependencies [metrics]
The open-source gpac application is needed for metrics computation.
Detailed build instruction please refer to : https://github.com/gpac/gpac/wiki/Build-Introduction
the path to the gpac executable can be configured through environment variable, eg. :
GPAC_APP=/path/to/bin/gpac

End of Fourth Change

Begining of Fifth Change
Annex E
Data Management and Hosting
E.1	Introduction
All reference sequences and all anchors are hosted on a publically accessible web-server here: https://dash-large-files.akamaized.net/WAVE/3GPP/5GVideo.
A frontend is provided here: https://dash-large-files.akamaized.net/WAVE/3GPP/5GVideo/index.html.

In order to address reference sequences with different raw formats and to maintain timing in these sequences, they are in a consistent format that maintains sequence properties as well as timing. The format follows the MP4 format for raw video sequences as defined in ISO/IEC 23001-17 [47]. 

End of Fifth Change

image1.png
Anchor
Configuration

Reference ; -
Reference Software Anchor Conforming Anchor
Sequence Encoder Bitstream Decoder Sequence

Metrics Computation

<

Anchor
Metrics





image2.png
Reference
Sequence

Anchor Tuple Configuration

A I

Anchor
Configuration

Reference

Anchor Tuple Bitstreams

Software

Encoder

Anchor

Bitstream 1{
__/

(—

Conforming
Decoder

~_ @@

Anchor
Sequence

A\
>/

Metrics Computation

~ E

Anchor
Metrics

Anchor Tuple Metrics





image3.png
Reference
Sequence

Test Tuple Configuration

-‘ Test
Configuration

Reference
Software
Encoder

Test Tuple Bitstreams

Test

(—

Conforming

Bitstream
__/

1< Decoder
-

Reconstructed
Sequence

A\
>/

Metrics Computation

~ E

Test
Metrics

Test Tuple Metrics





image4.png
Anchor
Metrics :>

Anchor Tuple Metrics

L Characterization
- Results

Test

Metrics )

Test Tuple Metrics





