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1 Introduction

During SA4#107 the New Study Item on “Feasibility Study on Extensions to Typical Traffic Characteristics” in S4-200334 was agreed and afterwards approved in by SA plenary #87 in SP-200054.

The objective of the study is as follows:

· Collect and document traffic characteristics including for different services, but not limited to

· Downlink data rate ranges 

· Uplink data rate ranges 

· Maximum packet delay budget in uplink and downlink 

· Maximum Packet Error Rate, 

· Maximum Round Trip Time

· Traffic Characteristics on IP level in uplink and downlink in terms of packet sizes, and temporal characteristics. XR Services and Cloud Gaming based on the initial information documented in TR26.928 including. 

· Collect additional information, such as codecs and protocols in use.

· Provide the information from above at least for the following services (initial services) 

· Viewport independent 6DoF Streaming

· Viewport dependent 6DoF Streaming 

· Simple Single Buffer split rendering for online cloud gaming

· Cloud gaming

· MTSI-based XR conversational services

· Identify additional relevant XR and other media services and document their traffic characteristics

· Document additional developments in the industry that impact traffic characteristics in future networks

· Identify the applicability of existing 5QIs/PQIs for such services and potentially identify requirements for new 5QIs/PQIs or QoS related parameters.

· Communicate with other 3GPP groups and external organizations on relevant aspects related to the study. 

This document provides updates on the proposed modelling for cloud gaming.
2 Summary

Cloud gaming has been discussed in 3GPP in two main documents:
-
TR26.928:

3 Proposed System Design for Cloud Gaming
6.X
System Design for Cloud Gaming
6.X.1
Overview

The system design for cloud gaming is provided in Figure 1 and is similar to what is provided for Split rendering.



[image: image1]
The cloud scene is rendered in the device. The following assumptions are taken. The Game Server runs a game engine to generate the game scene based on information coming from a gaming end device, and in multi-user cases also what comes from other users. The gaming server rasterizes the viewport and does a scene pre-rendering. 

According to Figure 1, the viewport is pre-dominantly rendered in the gaming server, but the device is able to do latest pose correction, for example by asynchronuous time-warping (see clause 4.1 of TR26.928) or other pose correction to address changes in the pose. 

-
Graphics workload is split into rendering workload on a powerful cloud gaming server (in the cloud or the edge) and pose correction (such as ATW) on the gaming device

-
Low motion-to-photon latency is preserved via on device Asynchronous Time Warping (ATW) or other pose correction methods.

The following call flow highlights the key steps:

1)
A gaming device connects to the network and joins a gaming application

a)
Sends static device information and capabilities (supported decoders, viewport)

2)
Based on this information, the gaming server sets up encoders and formats

3)
Loop

a)
gaming end device collects pose and controller information 

b)
pose and controller information is sent to gaming server
c)
The gaming uses the pose to pre-render the gaming viewport

d)
the scene wiewport is encoded with 2D media encoders

e)
The compressed media is sent to gaming device along with the pose that it was rendered for

f)
The gaming device decompresses video 

g)
The gaming device uses the pose provided with the video frame and the actual pose for an improved prediction using and to correct the local pose, e.g. using ATW. 

According to TR 26.928, clause 4.2.2, the relevant processing and delay components are summarized as follows:

· User interaction delay is defined as the time duration between the moment at which a user action is initiated and the time such an action is taken into account by the content creation engine. In the context of gaming, this is the time between the moment the user interacts with the game and the moment at which the game engine processes such a player response.

· Age of content is defined as the time duration between the moment a content is created and the time it is presented to the user. In the context of gaming, this is the time between the creation of a video frame by the game engine and the time at which the frame is finally presented to the player.

The roundtrip interaction delay is therefore the sum of the Age of Content and the User Interaction Delay. If part of the rendering is done on a gaming server and the service produces a frame buffer as rendering result of the state of the content, then for raster-based split rendering (as defined in clause 6.2.5) in cloud gaming applications, the following processes contribute to such a delay:

· User Interaction Delay (Pose and other interactions)

· capture of user interaction in game client,

· delivery of user interaction to the game engine, i.e. to the server (aka network delay),

· processing of user interaction by the game engine/server,

· Age of Content

· creation of one or several video buffers (e.g. one for each eye) by the game engine/server,

· encoding of the video buffers into a video stream frame,

· delivery of the video frame to the game client (a.k.a. network delay),

· decoding of the video frame by the game client,

· presentation of the video frame to the user (a.k.a. framerate delay).

As ATW is applied corrections to pose are applied by device internal processing. What determines the network requirements for split rendering is time of pose-to-render-to-photon and the roundtrip interaction delay. According to clause TR 26.928, clause 4.5, the permitted downlink latency is typically 50-60ms. 

6.X.2 
Considered Content Formats
6.X.2.1
Introduction

Video games have different characteristics that are important to take into account when encoding the rasterized frames produced by the game engine. In TR 26.928 [6], clause 4.2.2, a few different types of games and their interaction delay tolerance are documented. However, TR 26.928 [6] does not differentiate the characteristics of the content. This aspect is addressed in the following.

In particular, the following characteristics are important:
-
Dynamicity of content: how frequent rasterized frames change when compared to previous frame
-
Complexity of content: how much content changes between frames and how complex such changes are
-
Type of content: traditional CGI, photo-realistic CGI or natural images/video
Depending on these characteristics as well as the interaction delay tolerance, video games can be organized into different categories as document in the remainder of this clause.
A detailed analysis is provided in TR26.955, clause 6.6.

6.X.2.2
Category A: Low/medium dynamicity with low/medium complexity.
This category includes games such as board games, turn-by-turn strategy games, management/simulation games or non-realtime role-playing games (RPG) in which content may not change over several consecutive frames and changes are typically limited.
This category also includes games such as adventure games, casual games, or platform games in which although content may change at every single frame, changes are limited to animation of sprites or simple global movements of the content.
The common characteristics of the games in this category is that their playability can support longer interaction delay tolerance (500 – 1000ms according to TR 26.928 [6]) and their content is typically considered to video encode.
6.X.2.3
Category B: games with high dynamicity and low/medium complexity.
This category includes games such as fighting games, racing games, real-time strategy (RTS) games or real-time RPGs in which content is very dynamic but changes are either limited or simple transforms.
The common characteristics of the games in this category is that their playability requires shorter interaction delay tolerances (100ms according to TR 26.928 [6]) while their content is still considered simple to video encode (with high benefits from prediction coding).
6.X.2.4
Category C: games with high dynamicity and high complexity.
This category includes games such as first-person shooters (FPS), Massive Multiplayer Online (MMO) games and racing games in which content is very dynamic with possibly very significant changes regularly in the content.
The common characteristics of the games in this category is that their playability requires shorter interaction delay tolerances (100ms according to TR 26.928) and their content is typically considered as complex content to video encode. 
6.X.2.5
Category D: photo-realistic games or games based on natural images/video.
The main characteristics of the games in this category is that their content is typically considered as more complex content to video encode.
6.X.2.6
Category E: XR game content
XR Game content is covered as part of XR Split rendering and not further discussed.
6.X.2.7
Summary

Table 6.X.2.7-1 provides an overview of the different source signal properties for Online Gaming. This information is used to select proper test sequences.

Table 6.6.3.7-1 Online Gaming source properties

	Source format properties
	Category A
 low/med dynamicity & low/med complexity games
	Category B
 high dynamicity & low/med complexity games
	Category C
 high dynamicity & high complexity games
	Category D
 photo-realistic or natural video games

	Spatial resolution
	1280x720, 1920x1080, 3840x2160

 
	1280x720, 1920x1080, 3840x2160


	1280x720, 1920x1080, 3840x2160

 
	1280x720, 1920x1080, 3840x2160

 

	Chroma format
	Y’CbCr
	Y’CbCr
	Y’CbCr
	Y’CbCr

	Chroma subsampling
	4:2:0, 4:4:4
	4:2:0, 4:4:4
	4:2:0, 4:4:4
	4:2:0, 4:4:4

	Picture aspect ratio
	16:9
	16:9
	16:9
	16:9

	Frame Buffers
	1
	1
	1
	1

	Frame rates
	30, 50, 60 Hz
	30, 50, 60, 90, 120 Hz
	30, 50, 60, 90, 120 Hz
	30, 50, 60, 90, 120 Hz

	Bit depth
	8
	8
	8, 10
	8, 10

	Colour space formats
	BT.709, BT.2020
	BT.709, BT.2020
	BT.709, BT.2020
	BT.709, BT.2020

	Transfer characteristics
	N/A
	N/A
	BT.2100 (HDR)
	BT.2100 (HDR)


In practical considerations, the NVIDIA Encoding functions may be used. The parameters of such an encoder are documented here https://developer.nvidia.com/nvidia-video-codec-sdk.

6.X.3
Considered System Parameters

Based on the discussion on clause 6.X.1 and 6.X.2, several parameters are relevant for the overall system design.

· Game: 

· Type of game
· state of game, 
· multi-user actions, etc.
· User Interaction: 

· Game pose by the device, 

· Game interactions by controllers
· Formats of rasterized video signal. Typical parameters are:

· See above
· Encoder configuration

· Codec: H.264/AVC or H.265/HEVC

· Bitrate: Bitrate setting to a specific value (e.g. 50 Mbit/s)

· Rate control: CBR, Capped VBR, Feedback based, CRF, QP

· Slice settings: 1 per frame, 1 per MB row, X per frame 
· Intra settings and error resilience: Regular IDR, GDR Pattern, adaptive Intra, feedback based Intra, feedback based predication and ACK-based, feedback-based prediction and NACK based

· Latency settings: P pictures only, look-ahead units

· Complexity settings for encoder
· Content Delivery

· Slice to IP mapping: Fragmentation

· RTP-based time codes and packet numbering

· RTP/RTCP-based feedback ACK/NACK

· RTP/RTCP-based feedback on bitrate
· 5G System/RAN Configuration:

· QoS Settings (5QI): GBR, Latency, Loss Rate

· HARQ transmissions, scheduling, etc.

· Content Delivery Receiver configuration:

· Loss Detection: sequence numbers

· Delay/Latency handling

· Error Resilience

· ATW 
· Quality Aspects
· Video quality (encoded)
· Lost data

· immersiveness
6.2.4
Proposed Assumptions and Simulation Parameters

It is proposed to only consider the following system parameters (some are striken):

· Game (details are tbd): 

· Take gaming sequences from TR26.955
· User Interaction: 

· Based on gaming sequences

· Uplink traffic is not considered
· Formats of rasterized video signal. Typical parameters are:

· 1080p at 60 fps
· 4K at 90 fps
· Encoder configuration

· Codec: H.265/HEVC

· Rate control: CBR, Feedback based, CRF
· CBR: tbd
· CRF: 22, 25, 28, 31, 34
· Slice settings: 1 per frame, 1 per row, 8 per frame 
· Intra settings and error resilience: Regular IDR, GDR Pattern, adaptive Intra, feedback based Intra, feedback based predication and ACK-based, feedback-based prediction and NACK based

· Latency settings: P pictures only, look-ahead units only 0 (for minimum latency)

· Complexity settings for encoders aligned with presets in x265

· Modeling of encoding delay
· Content Delivery

· Slice to IP mapping: Fragmentation, max IP packet size
· RTP-based time codes and packet numbering

· RTP/RTCP-based feedback ACK/NACK

· RTP/RTCP-based feedback on bitrate
· RAN Configuration:

· QoS Settings (5QI): GBR, Latency, Loss Rate

· HARQ Handling, Scheduling

· Defined by RAN group

· Delay budget:

· Uplink streaming is considered to add at most 10ms

· Downlink streaming budget: 50ms, 100ms, 200ms

· Receiver configuration:

· Loss Detection: sequence numbers

· Delay/Latency handling: Slices received after the deadline are treated as lost.

· Error Concealment: Copy macroblock for lost ones

· Warping: is considered sufficient if within delay budget.
· Quality Aspects
· Video quality (encoded)
· Lost data

· immersiveness
6.2.5
Quality aspects

The same approach as for XR Split rendering

4 Proposed System Design for Cloud Gaming
This clause collects a system simulation system for different services.
7.X
Simulation System for Cloud Gaming
7.X.1
Overview
Figure 3 provides a simulation breakdown for split rendering. Three different areas of expertise are considered:

· Input on Video Signals related to the cloud gaming is expected to provide by companies

· SA4 addresses content encoding and content delivery, both on sender and receiver, and provides interfaces to 5G System and 5G radio.

· RAN addresses the simulation of 5G system and radio parameters.
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Based on such a simulation, Figure 4 provides a potential simulation result that documents the delivered video quality and the percentage of bad video. It is expected that with more users in a cell, either the video quality needs to be degraded or more artefacts will happen.
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7.X.2
Proposed Model Considerations

The same approach as for XR Split rendering is take for cloud gaming with the following differences:

· Only a single buffer is considered

· We use gaming sequences provided in TR 26.955 to generate V-Traces. Specifically, it is proposed to start with the yellow highlighted ones in clause 7.X.3.

· We identify other gaming sequences for V-Traces

7.X.3
Proposed Sequences

Table C.2.1-1, Gaming sequences categorization.

	Sequence description
	Categories

	Game sequence title
	Game type
	Sequences Characteristics
	A Low/medium dynamicity and complexity
	B:

 High dynamicity Low/medium complexity
	C:

High dynamicity and complexity
	D:

photo-realistic games games based on natural images/video
	E:

XR game content

Note: no sequences in that category

	Arena of Valor (AOV) 

(Tencent)
	multiplayer online battle arena 


	fix + 

Smooth travelling. Small incrustation. Stable at 90%. One pop-up incrustation.
	X
	
	
	
	

	Baolei-Man

(Tencent)
	online multiplayer first person shooter 
	Pursuit. Some irregular camera traveling. Small incrustation.

Stable at 99%
	
	X
	
	
	

	Baloei man 4k

(Tencent)
	online multiplayer first person shooter 
	Pursuit. Some irregular camera traveling. Small incrustation. Stable at 99%
	
	X
	
	
	

	Baolei-Woman

(Tencent)
	online multiplayer 

first person shooter 
	Pursuit. Lots of irregular camera traveling. Small incrustation. Stable at 90%
	
	
	X
	
	

	Baolei-woman 4K

(Tencent)
	online multiplayer 

first person shooter 
	Pursuit. Lots of irregular camera traveling. Small incrustation. Stable at 90%
	
	
	X
	
	

	Jianling-Temple

(Tencent)
	massive multiplayer online role-playing 
	Battle/pursuit. Lots of irregular camera traveling. Stable at 90% One small pop-up incrustation
	
	
	X
	
	

	Jianling-Beach

(Tencent)
	massive multiplayer online role-playing 
	Battle/pursuit. Dark scene. Irregular camera traveling. Small incrustation. Stable at 99%
	
	X
	
	
	

	Heroes of the Storm part 1

(kingston)
	a crossover multiplayer online battle arena
	Fix, plus 2 smooth small travelling 
	X
	
	
	
	

	Project CARS part 1

(kingston)
	Car racing game
	Realistic rendering. Constant smooth movement.  Small incrustation. Stable at 90%
	
	
	
	X
	

	WoW part 2

(kingston)
	multiplayer online role play
	Dark scene, irregular camera traveling. Small incrustation. Stable at 90%
	X
	
	
	
	

	Minecraft

(twitch)
	Casual game sandbox, brick construction
	Graphic : Lots of irregular camera traveling. Very small incrustation. Stable at 100%
	X
	
	
	
	

	CS:GO

(twitch)


	a multiplayer first-person shooter
	1/ first half of sequence is dark (300pict)

2/ fade (15 pict)

3/ action : first-person shooter
	X (first part)
	
	X (3rd part)
	
	

	StarCraft

(twitch)
	Real Time Strategy game
	fix + 

smooth travelling Small incrustation stable at 90%.
	
	X
	
	
	


5 Proposal
It is proposed 

· to use the clause 3 and 4 as the starting point of Cloud gaming simulation.
· Select test sequences according to 7.X.3 to generate V-Traces[image: image4.png]
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Figure � SEQ Figure \* ARABIC �1� Cloud Gaming Architecture





Figure � SEQ Figure \* ARABIC �3� Simulation Breakdown for Cloud Gaming





Figure � SEQ Figure \* ARABIC �4� Potential Simulation Chart
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