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1. Introduction
In this document, we outline approaches for compressing 3D video, focusing on avatar-types whose generation and operation principles have not been discussed [1].
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2. 3D Video Compression
The 3D video data can be directly compressed, or analysed and converted to codes for animating an avatar. As an avatar trained for a person can represent only the very person, volumetric-types can be used to represent generic 3D objects or arbitrary people.
2.1 Volumetric-type
There are standards such as V3C that can be used for compressing point cloud [2].
2.2 Avatar-type
Use of an avatar needs prior work for generating a 3D facial model of a person to represent.
2.2.1 Generation
There are many approaches to generate and train 3D avatars. From a large amount of image or video data, a 3D model for facial areas or heads can be defined, which is trained with neutral (no expression) and a diversity of expression data captured from a person.
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3D avatar generation process [3]
A set of data professionally-captured for building 3D facial models can be downloaded from [4]. In [3], the neutral and expression data were captured with a smartphone having an RGBD camera. Note that the display is used to guide the series of expressions to make.
2.2.2 Real-time operation
Once an avatar is trained, it is shared by the sender and receiver devices. During conversations or conferences, movement of facial areas are captured and converted to codes that are to animate a 3D avatar, and transmitted with compressed audio. It was shown that a VR headset could drive multiple avatars simultaneously [5].
A movie explaining the generation and operation of avatars based on [3] can be watched in [6].

3. Proposal
It is requested to include clause 2 of this document in the permanent document and take them into account in the discussion of iRTC 3D video processing.
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