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1. Introduction
At the recent SA4#128 meeting, good progress was achieved on draft TR 26.933. One open aspect that required more time is the potential inclusion of content from the two example designs currently documented in square brackets in clause 8.4. Offline discussions have progressed the common understanding on how clause 8 should be organized.
This input provides proposals to harmonize clause 8.

2. Discussion
There are two example designs [1] [2] documented in square brackets clause 8.4. In general, the details and characteristics of the two examples are well generalized and covered in clause 8.2 Capture solution for end-user devices including descriptions on:
· Preprocessing and enhancement:
· EQ
· AEC
· Noise reduction (wind, microphone, background)
· Audio focusing
· Audio format generation:
· Stereo
· Scene-based audio
· Content-based processing
· Ambisonic upmixer
· Parametric spatial audio
· Downmixing
· Spatial analysis
· Post-processing
· AGC
· Limiting
On the other hand, details on prerequisite UE characteristics (“clause x.2”), discussion on OS interfaces (“clause x.3”), and spatial audio quality considerations including test results (“clause x.5”) from [2] are not covered.
The source has the following view on these:
· It seems useful to include description on the UE characteristics including discussion on microphone integration and loudspeaker placement, as these considerations are very important for realizing high-quality spatial audio capture in practice. There is a high level of interaction with the product design and the audio capture algorithms. On the other hand, the description is already quite general and can be further harmonized to consider all spatial capture approaches. This should help produce a useful guideline as part of the draft TR.
· NOTE: Some parts of the description (e.g., “clause x.2.3” Microphone integration) could be considered in clause 6 Microphone design for terminals. However, there are also aspects (e.g., interaction between microphone inputs and loudspeakers for AEC) that are rather part of clause 8 only.
· Discussion on OS interfaces is currently limited. This could be later considered separately if there are related inputs.
· There are currently no listening test results in the draft TR. The presented test and results should be considered if, e.g., a section on results is added.

The source proposes the following integration (section 3, pseudo-CR).
3. Proposed integration
First change is to provide some language corrections in clause 8.1.
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8.1 [bookmark: _Toc167308489]Capture scenarios
[bookmark: _Toc167308490]8.1.1 Telephony communications
Capturing Type: Multi-Microphone Capturing 
Description

Summary

Call was established between Tom and Harry.
Tom device has multi-microphone capturing capability and Harry conversing via headphones connected to his communication device. 
During the conversation with Harry, Tom wishes to share his experience and he changes the orientation of the portable communication device from portrait to landscape.
Tom device activates suitable microphone array configuration based on orientation of the device to maintain its intended position and to allow the listener (Harry) feel immersed in the experience sharing, providing a natural and enjoyable listening experience. 

User Story:

Tom planned vacation with his friends, and they are in the Bhutan airport. One of Tom’s friend, Harry who is part of travel had to drop out of the vacation at the last minute. Harry felt devastated as he called Tom to break the news. To lighten up Harry’s mood and ensure she didn’t feel left out, Tom came up with an idea of sharing vacation experience with Harry daily. Tom knew it wasn’t the same as having Harry there in person, but he determined to make Harry feel like a part of the trip, even from afar. As Tom and his rest of the friends are at the observatory deck of the airport, he decided to share his experience from day-0 (flights land off - takeoff, airport ambience, picturesque mountains in the backdrop etc.,) to Harry. Tom extends his hand holding his communication device in landscape mode towards the flight landing and takeoff with beautiful mountain view at the background. Harry can now view and listen to the airport observatory deck scene clearly which brought a smile on Harry’s face, as she feels she is part of the scene. As Tom and rest of their friends embarked on their vacation, he stayed true to his promise by giving virtual tour of day’s highlights to Harry.
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Second change proposes integration of “clause x.2” as new clause 8.2. The proposed text is harmonized for more general description (and not only discussing parametric spatial audio capture).
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8.2 End-user device (UE) characteristics/prerequisites
8.2.1 General
Support of immersive communication requires suitable integration of electroacoustic transducers, namely microphones and loudspeakers. Current smartphones are characterized by a large display and a slim body, which is a challenging shape for spatial audio capture devices. A device’s shape influences the spatial capture characteristics, and spatial capture typically requires parametric audio capture techniques or suitable modeling to support more uniform performance for different sound source directions.
Current smartphones typically have at least 2 microphones, which is sufficient to support immersive voice and audio capture for a wide range of use cases and applications. 
While immersive voice and audio playback can be based, e.g., on rendering for headphones or external loudspeaker systems, stereo and immersive playback can be supported also on the mobile device itself. The number of loudspeakers and their locations in the device together with the rendering processing have an impact on the perceived immersion of the loudspeaker playback. Loudspeaker placement relative to the microphone locations influences both the (spatial) audio capture performance and requirements of the Acoustical Echo Cancellation (AEC) solution.

8.2.2 Number and placement of microphones 
Spatial audio capture requires at least two microphones, but for rich capture of audio scenes using more microphones is recommended. Two microphones can be used to support stereo recording, and it can be recommendable to implement, e.g., symmetrical microphone integration and placement at the ends of the device to achieve a symmetric stereo image.
Spatial audio capture supporting 360-degree spatial capture in a 2D plane can be supported with 3 microphones. It is common that stereo recording microphones are complemented with a third microphone integrated on the back cover of the device supporting spatial audio capture aligned with the optical axis of the main camera. 
The practical aspects related to microphone placement include the detailed mobile device form factor (geometry), which is related to how the device is used, and how user’s hands might interfere audio capture, e.g., either by blocking or disturbing any of the microphone inputs.  Acoustic performance of 360-degree capture is dependent on microphone placement to ensure robust direction analysis for different sound source directions. 
For immersive voice and audio use cases with higher spatial fidelity and flexibility, 4 or more microphones can be considered for supporting a full 3D spatial audio capture in both landscape and portrait device orientations. Multiple microphones can improve spatial resolution of audio capture and increase robustness in different usage environments, e.g., by allowing more effective reduction of disturbing wind noise.

Sufficient distance between microphones and loudspeakers can improve AEC performance by reducing the echo level coupling from loudspeakers to the microphones. More details on loudspeaker placement are provided in the following.

8.2.3 Microphone integration 
Microphone capture is defined by the electroacoustic properties of the microphone transducer and acoustic properties of the microphone integration. Microphone integration on mobile devices is typically product specific and different products have variation between microphone assemblies due to differences in product mechanics and electronics. Smartphones use MEMS microphone technologies that are typically either top port or bottom port type depending on the product mechanics. The choice of MEMS microphone type influences the microphone port geometry. In smartphone design, microphones in the top and bottom ends can be integrated more similarly to each other, see figure 8.2.3-1, and when microphones are integrated on other surfaces, e.g., next to the main camera, the design needs to use different mechanical structures.
In addition to differences in microphone integration, the acoustic diffraction from rigid body of the product will influence the overall frequency response of the microphone. Acoustic diffraction is highly dependent on sound source direction due to the non-uniform shape of the smartphone body.
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Figure 8.2.3-1. Integrated microphone frequency responses (incl. port and transducer) for stereo microphone integration in both ends of a commercial smartphone device.

In general, it is unlike for a mobile device, especially with more than 2 microphones, to have similar microphone frequency response characteristics for all microphones. Two mobile devices with 4 microphones were analyzed indicating differences between typical smartphone microphone integrations (see figure 8.2.3-2). Microphone frequency responses illustrated in figure 8.2.3-2 provide examples where resonances are clearly audible and need to be compensated with microphone signal equalization to enable high-quality audio capture.
Accurate frequency response data for equalization filter design can be created using multiple techniques, such as acoustic measurements in anechoic chamber, use of lumped parameter component models, or application of numerical acoustic simulation tools. The numerical acoustic methods require detailed acoustic port geometry, which can include information about dust and liquid protection filters or membranes. These filter materials have acoustic impedance that is considered in the acoustic design process. Usually, acoustic characterization of microphone integration is done, or at least verified, using acoustic measurements, because equalization relying on inaccurate frequency response data can lead to further issues.
Due to these practical limitations in product design, it would be unrealistic to assume that pressure on the device surface, at microphone port inlet, could be used as an approximation of the pressure on the integrated microphone transducer diaphragm. For example, if this would be the case, the frequency responses, such as presented in figure 8.2.3-1 and figure 8.2.3-2, would all be flat.
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Figure 8.2.3-2. Integrated microphone frequency responses (incl. port and transducer) for two commercial smartphone devices with 4 microphones.
In microphone integration it is generally beneficial to aim for simple mechanical structures that implement a uniform acoustic channel from the surface of the device to the microphone sensor without unnecessary bending, cavities, and other variation in the cross-sectional area of the sound channel. This is commonly achieved when the microphone component is integrated close to the device surface, minimizing the length of the sound port relative to its cross-sectional area. As the hole in the device cover is typically desired to be either small or visually hidden, the acoustic targets of the design are generally best achieved when the length of the microphone port is kept short.
Robust microphone operation during the lifetime of the mobile device requires sealing of the acoustic channel. Sealing and IP protection filters are commonly integrated for easier assembly. The acoustic impedance of the different acoustic filter materials should be included in the numeric analysis of the acoustic channel unless the impedance is low enough to be insignificant.
All microphone integrations include some acoustic filtering effects that typically include resonance. Favorable microphone integration can be characterized by parameters that should be similar for all microphones: microphone resonances are at high frequencies (>10kHz) and resonance magnitude is small with low Q factor. When all microphones of the device are integrated with similar good design practices, this provides a good basis for multi-microphone capture algorithms.
Acoustic scattering from the rigid body of the device is a significant factor in spatial audio capture algorithms for multi-microphone devices. It can be said that free-field approximation using microphone positions will produce inaccurate results especially at high frequencies.
As part of audio design, acoustic measurements can be performed in an anechoic chamber to measure and analyze frequency responses for each integrated microphone as a function of source direction. This is technically a relatively straightforward measurement task, e.g., based on using a turntable to measure multiple source (azimuth) directions in a 360-degree plane. The 3D measurements, including azimuth and elevation directions, require a short series of measurements with different device orientations, or turntable measurements with multiple sound sources. Alternatively, frequency responses can be simulated using numerical acoustic methods. 

8.2.4 Loudspeaker number and placement of loudspeakers 
In order to produce immersive (stereo or spatial) playback over loudspeakers integrated into a mobile device, at least two loudspeakers are needed. When playback is active, the number and placement of the loudspeakers have an effect also on the spatial audio capture, e.g., due to interaction with AEC.
Two loudspeakers in a mobile device enable direct stereo content playback and, with suitable rendering processing, can provide an adequate level of immersive experience for the front of the listener. It is straightforward to achieve a wider stereo image extending the physical loudspeaker locations, but creating real feeling of immersion around listener’s head so that sounds are perceived as coming also from behind is very challenging.
Using similar speaker components and placing the speaker outlets symmetrically in the device generally provide the best basis for a high-quality playback. It is beneficial to have the loudspeaker outlets at the device ends so that when listened to in landscape mode, the stereo image will be at its widest. If the loudspeaker ports are facing towards the user, the spatial audio quality can be further improved, and the audio performance is more consistent and independent of device handling, namely interaction effects with user’s hands and grip. More than two loudspeakers can be used especially in larger mobile devices, e.g., in tablets and foldable smartphones to provide favorable stereo loudspeaker pairs at different usage orientations and device configurations.
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Third change implements the numbering changes necessary for (former) clause 8.2 in light of change 2 above and provides some clarifications and corrections.
NOTE: Figure in clause 8.3.1 appears corrupted/breaking. This issue is not addressed in the proposed change.
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8.3 [bookmark: _Toc167308491][bookmark: _Hlk165575177]Capture solution for end-user devices
[bookmark: _Toc167308492]8.23.1 Overview
Support of immersive voice and audio services by end-user devices requires successful combination of several audio technologies and appropriate product design for taking full advantage of the new immersive capabilities. Relevant devices (UE) can come in many shapes and sizes (form factors) for different use cases, and even traditionally dominant UE form factors such as mobile devices can be expected to be used in new ways, e.g., multiple orientations (landscape and portrait) in different use cases and applications that provide immersive voice and audio communication. 

Multi-microphone capture is used to get expected audio signals for end-user devices, the following figure 8.23.21-1 illustrates one example process of generating audio signals.
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Figure 8.23.1-1 example process of generating audio signals.
[bookmark: _Toc167308493]8.23.2 Compensation
Compensation block is used to improve the quality of microphone signals, specifically to smooth the frequency responses and minimize the mismatch within microphone arrays. One of the classic solutions is using the EQ filter to change the responses of the microphone signals. Generally, it usually smooths the microphone response of each channel  according to the measured microphone response, this which makes the microphone signals comparable to each other.
[bookmark: _Toc167308494]8.23.3 Enhancement
8.23.3.1 Introduction
Enhancement block consists of multiple different operations which aim at improving audio quality considering the targeted audio source or sources. These operations can include for example AEC, noise reduction, audio focusing, and etc.
8.23.3.2 AEC 
AEC is typically performed separately for each microphone signal, but alternative solutions can also be considered. The target of AEC processing is to remove the loudspeaker signal component from the microphone signals based on a reference signal. In the case of stereo playback both stereo channels are needed as reference inputs for the AEC.  
The baseline approach is to apply traditional Acoustic Echo Cancellation on the individual microphone channels. Traditional AEC solution has been to use linear AEC filter which is followed by residual echo suppression (RES). Nowadays RES is often implemented using DNN. Recently, also solutions in which the whole AEC is managed with a single DNN have been introduced.  
8.23.3.3 Noise reduction
[bookmark: _Toc167308495]8.23.3.3.1 Introduction
In monaural speech audio, the main emphasis is on capturing the speech signal, however, spatial audio offers the additional advantage of presenting the ambience. As a result, certain ambient sounds, which might be dismissed as background noise in monaural speech audio, are effectively conveyed in spatial audio. The interpretation of noise varies between monaural and spatial audio. Although device floor noise like microphone noise and wind noise are still classified as noise, other non-speech sounds originating from the actual environment enhance the atmosphere and may be considered effective signals in spatial audio according to scenarios.
[bookmark: _Toc167308496]8.23.3.3.2 Wind noise reduction 
The baseline approach is to apply wind noise reduction on the individual microphone channel by non-linear signal processing. A DNN based noise reduction/speech isolation trained on wind noise is also found to be effective to reduce wind noise. Such a system performs well to maintain speech but incurs a higher processing costs and latency. 
[bookmark: _Toc167308497]8.23.3.3.3 Microphone noise reduction
Microphone noise reduction targets to remove self-noise generated by the microphones. It is generally based on defining the noise floor of the microphones.  
[bookmark: _Toc167308498]8.23.3.3.4 Background noise reduction 
Background noise reduction can be used to increase intelligibility of the captured speech. It generally makes audio more pleasant to listen to and can be used to remove irrelevant components from the captured audio. Depending on the use case, background noise reduction may only remove continuous noise such as air-conditioner noise or traffic noise, or it may, e.g., aim at removing everything but speech from the captured audio. Content or context-based classification and processing can be employed if different noise reduction processing is desired, e.g., for speech and music. For immersive voice and audio, background noise reduction settings may be more contextual than for traditional mono voice and audio. Noise reduction can also be required for accessibility purposes. DNN-based solutions are commonly used for noise reduction.
[bookmark: _Toc167308499]8.23.3.3.5 Audio focusing
Audio focusing can be used to focus spatial audio capture into preferred direction. The focus direction can be defined automatically or manually depending on the use case. With suitably selected microphone locations good focus performance can be achieved using beamforming. Audio focusing can be used for content creation or accessibility purposes.
[bookmark: _Toc167308500]8.23.4 Audio format generation
8.23.4.1 Introduction
Th audio format conversion is used to convert the enhanced microphone signals into an expected format audio signal. The following clauses give example processing for smartphone devices. 
8.23.4.2 Example of stereo processing
The stereo processing transforms the microphone signals into a standard stereo audio. It employs two or more microphones on the smartphone to create left and right channels. As the stereo audio, sounds coming from different angles present varied ICTD and ICLD. Concurrently, sounds from various angles present a phase difference between the microphones, which can be leveraged to modify ICTD and ICLD for different degrees. A transforming matrix could be constructed based on this information, and technologies such as beamforming may be utilized.
8.23.4.3 Example of scene-based audio processing
[bookmark: _Toc167308501]8.23.4.3.1 Introduction
The example solution uses the a content content-based processing module and an ambisonics upmixer module to get scene-based audio signals.
[bookmark: _Toc167308502]8.23.4.3.2 Content based processing
Content based processing is an optional set of processing that can greatly enhance spatial experience by identifying the content type and applying specific enhancements. Since the processing is content dependent, a general audio classifier or a speech isolation processing is necessary to identify regions of interest. Classification across music, speech and background noise has been found suitable for relevant scenarios. A real-time classifier might have delayed response to events, and false transitions might be triggered due to low or no lookahead. A classifier confidence smoothing, or a state machine can be employed to minimize false transitions and identify class switching events.  
[bookmark: _Toc167308503]8.23.4.3.3 Ambisonic upmixer
This block is responsible for mapping the multi-microphone capture to first order ambisonics or higher. Out of the various techniques to upmix a multi-microphone capture to FOA, a perceptually designed static upmix matrix yields reasonably accurate spatial performance with few or no drawbacks. The response per frequency band is generated across each microphone towards each ambisonic channel using: i) a model of how each microphone responds to the incoming sound field from a dense set of directions, based on finite element method simulations which account for the 3D placement of microphones across device body structure and resultant acoustic energy transfer; ii) a perceptually-motivated optimisation where the complex upmix matrix coefficients are determined based on the data computed at the simulation step, and a target perceptual spatial accuracy. These steps of analysis, simulation and upmix design are performed offline once per device by assuming a simpler 3D geometry of the device and microphones as point sinks. 
The Upmixer upmixer utilizes the static matrix and applies per frequency band transformation to achieve ambisonic channel output. 
8.23.4.4 Example of parametric spatial audio processing
[bookmark: _Toc167308504]8.23.4.4.1 Introduction
The example solution uses the s downmixing module and a spatial analysis module to get ambisonics parametric spatial audio signals (e.g., MASA).
[bookmark: _Toc167308505]8.23.4.4.2 Downmixing
With parametric spatial audio capture, output spatial audio can be synthesized with from a number of one or two audio channels (e.g., one or two) and metadata. Therefore, the number of audio channels can generally be reduced before synthesisfollowing the audio capture. This can be achieved, e.g., by selecting one or two representative audio channels from the audio enhancement block output.
[bookmark: _Toc167308506]8.23.4.4.3 Spatial analysis
The target of spatial analysis in parametric spatial audio capture is to estimate spatial properties of the captured audio signal (audio scene) and generate metadata, which can be later utilized in spatial synthesis or rendering. Spatial analysis uses information of the device shape and the locations of the microphones. It is common to perform spatial analysis for frequency domain sub-bands, and analysis can be based, e.g., on coherence and level analysis between the microphone signals. To make sure spatial analysis works properly, it is important that echo is properly removed from the captured signal (see, AEC in clause 8.23.4.2) and, on the other hand, that audio enhancement processing (see clause 8.23.4) has maintained relevant spatial cues in the signals.  

In an example spatial analysis, the direction of one or more dominant sound sources are analyzed for every sub-band. In addition, the directional energy and other spatial parameters are estimated. For example, the directional energy can be a ratio relative to the total energy of the corresponding sub-band. Together the analyzed parameters form the metadata for the parametric spatial audio format. The selected audio signals (e.g., mono or stereo) and the analyzed metadata can then be provided as input to spatial synthesis or used, e.g., in audio transmission (as codec input). 
[bookmark: _Toc167308507]8.23.5 Post-proc
Post-proc which typically the Automatic Gain Control (AGC) is utilized to adjust the signals to a suitable level. AGC typically also includes limiter which is designed to prevent signal saturation.

	END CHANGE 3



4. Summary
Proposals to harmonize clause 8 of the draft TR 26.933 are provided.
Some parts, e.g., proposed clause 8.2.3 Microphone integration could alternatively be considered in clause 6 of the draft TR.
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