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[bookmark: _Hlk142805383]Introduction
Rendering is an essential functionality of the IVAS codec. The IVAS renderer supports binaural rendering employing room acoustics synthesis to create an immersive audio effect. The rendering was excluded from the selection testing due to time constraints and absence of performance requirements. The testing of rendering is intended to be part of IVAS characterization testing phase. This document proposes a testing approach for room acoustics synthesis in binaural rendering.
The objective and subjective tests described in the current document are subject to revisions and further discussion by the proponent parties.
Background
The IVAS decoder/renderer supports synthesis of room acoustics using BRIR convolution, late reverb generation, and early reflections synthesis.
· BRIR convolution is performed on signals pre-rendered to discrete multi-channel format.
· Late reverb is generated using one of two algorithms: 1) a Jot reverberator utilizing a feedback delay network and 2) a sparse frequency-domain reverberator. Both late reverb algorithms operate in combination with HRIR filtering for direct-path rendering. Late reverb is driven by the parameters RT60 and DSR accompanied by the pre-delay time [2]. The RT60 parameter indicates the time in seconds needed by reverb to attenuate down to 60dB. The DSR is the diffuse to source energy ratio computed at a given pre-delay time. Both the RT60 and DSR parameters are provided per frequency band of a selected frequency grid.
· Early reflections synthesis generates first order spatialized reflections through an image-source method, and is driven by parameters describing physical room properties, such as size and absorption coefficients. Optionally, listener location and orientation can be provided to the early reflections synthesizer accounting for wall proximity and head rotation. A low-complexity mode flag can be provided to further optimize computational efficiency at the cost of spatial accuracy of reflections.
Furthermore, the IVAS decoder/renderer implements several rendering processing paths which allow for efficient rendering depending on input and output formats, bitrates, etc. These processing paths operate either in the time domain or in the time-frequency domain.
[bookmark: _Ref147738854]Room acoustics testing paradigm
Since the aim is to measure the accuracy and assess the quality of room acoustics synthesis by the IVAS renderer, the IVAS encoding and decoding shall be excluded from testing. The testing should consist of objective and subjective testing.
The general rendering test setup consists of evaluating IVAS rendering against a reference renderer, as illustrated in Figure 1.
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[bookmark: _Ref147738086]Figure 1. General rendering test setup
The audio inputs (1) should reflect a representative selection of supported renderer operating points. This means that different combinations of sample rates, input channel formats, and bitrates need to be represented, triggering all available rendering paths. Rendering should be tested using IVAS standalone renderer, further referred to as the Renderer Under Test (RUT). The reference Python renderer available in the IVAS Processing scripts repository can be used as the golden reference renderer. The output (6) of the IVAS standalone renderer should be compared to the output of the reference renderer (5). Both renderers should be controlled from the same configuration data. 
The reference renderer does not support a parameter-driven reverb, only binaural impulse response files provided in MATLAB data format containing either HRIR or BRIR data (2). Therefore, for testing room acoustics synthesis, the HRIR dataset and the room acoustics parameters provided to IVAS renderer should be equivalent to the BRIR data provided to the reference renderer for fair comparison. This can be achieved either by using the default HRIR dataset of the IVAS renderer for generating BRIR data or by providing the IVAS renderer with a custom HRIR set reflecting the direct portion of the BRIR dataset.
To satisfy the abovementioned conditions and to allow for testing room acoustics synthesis based on actual room impulse responses, the following process of generating BRIR datasets for reference rendering and late reverb parameters for IVAS rendering is proposed, as illustrated in Figure 2.
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Figure 2. Processing setup supporting actual room impulse responses
Room impulse responses can be recorded using an Ambisonics microphone and provided in FOA or HOA format. It is recommended to use recordings of impulse responses of rooms of different sizes and different reverberation characteristics, of approximate rectangular shape and known dimensions and surface properties. These rooms should be representative for a variety of potential use cases. It is recommended to use at least three different rooms of different reverberation characteristics, e.g., a small, reverberant room (average RT60 around 0.3s, high DSR values), a medium room with less reverberation (average RT60 around 0.7s, medium DSR values) and a large, reverberant room (average RT60 longer than 2s, high DSR values). 
The physical room properties should be provided to serve the ground truth information regarding the room where impulse responses were recorded, converted to the early-reflections parameters, such as room dimensions and absorption coefficients.
To generate the BRIR dataset, such recorded room impulse responses should be convolved with the relevant HRIR dataset. For this purpose, the HRIR datasets available in IVAS can be used. Such a generated BRIR set can be used for room acoustic simulation using both reference renderer and IVAS renderer.
The recorded room impulse response is also used to compute reverb parameters (4), as specified in [1] and [2]. In the case of Ambisonics impulse recording of the room impulse response, the omnidirectional channel (W) should be used to compute reverb parameters. The computed reverb parameters are eventually provided to the IVAS renderer. For the direct path binauralization, the same HRIR dataset needs to be applied as the one used for computing BRIR dataset.
The resulting BRIR set include directional early reflections pertaining to the rooms where the room impulse response measurements were conducted. To simulate reflections in the synthetic reverb path, side information needs to be provided to the IVAS renderer, containing the measured rooms’ approximate rectangular dimensions and surface materials, in addition to the test signal emitter and receiver Cartesian locations within the room. This side information is used by a shoebox image-source model to generate first-order reflections path, which are in turn used to render broadband reflections on input signals.  
Different input formats should be used to trigger the appropriate rendering processing paths. Both BRIR, and HRIR with reverb output configurations should be used, the latter with and without early reflections.
The proposed matrix of test operation points for different processing paths and room acoustics synthesis modes are shown in Table 1. It is essential to prepare relevant test items so that the rendering will provide comparable results, i.e., the rendering will ideally yield identical results regardless of input format.
[bookmark: _Ref147740406]Table 1. Test operation points matrix
	
	Room acoustics synthesis

	
	BRIR
	HRIR + reverb
	HRIR + reverb + early reflections

	Rendering mode
	ParamBin
	●
	●
	-

	
	FastConv
	●
	●
	-

	
	CREND
	●
	●
	●

	
	TDREND
	●
	●
	-




Objective testing
The objective testing is intended to test the basic functionality of the room acoustics synthesis. In other words, it should be aimed at checking whether synthesized room acoustics match the IVAS renderer control input (BRIR or HRIR + room acoustics parameters). Only the late reverb part is concerned by the objective testing, early reflections are excluded due to the approximations inherent to broadband image-source low-complexity models, which target plausibility rather than fidelity. 
To simplify the objective testing, it is proposed that static binaural rendering with room acoustics synthesis is used. This means that no head rotation and orientation tracking, or any other IVAS features are used while testing room acoustics synthesis.
It is proposed to use a logarithmic sweep signal as input, with the sweep speed of two octaves per second. In the simplest case, the signal should originate from the virtual scene center. In the case of stereo and multi-channel input configuration, all the channels should contain the same input signal. In the case of Ambisonics input configuration, the omnidirectional channel (W) should contain the input signal, whereas all the other channels should be zero.
Regardless of the room acoustics synthesis mode, the original input sweep signal should be deconvolved from the resulting signal to compute the actual room acoustics synthesis impulse response characteristics. This is illustrated in Figure 3.
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Figure 3. Objective test setup

To measure the baseline IVAS renderer error, the same BRIR of the reference renderer can be used in the IVAS renderer to process the test signal. The resulting impulse response is expected to closely match the original BRIR, with the difference signal acting as a measure of “convolution noise” error for the renderer under test. In the cases that parametric reverb is used, the resulting impulse response cannot be mapped to the original room impulse response signal directly. For the late reverb, the synthesized binaural impulse response can be used to re-calculate the reverb parameters. The calculated reverb parameters should be compared to those used for reverb synthesis in the renderer. This match can be measured by computing the difference between the RT60 and DSR parameters of the original reverb parameters and those computed using the synthesized impulse response. It is essential to use the same pre-delay value as in the original reverb parameters.

Subjective testing

Subjective testing focuses on assessing the plausibility of the synthetic reverb and early reflections towards an intended target room environment, applied to the paths shown in Table 1, against the reference renderer. Specific details on test methodology, choice of sub-attributes and stimuli is subject to further discussion and potential revisions.
The drawback of static rendering, as proposed for simplifying objective testing of room acoustics synthesis, is a limited immersive experience. To improve the experience in subjective tests, head rotation tracking should be added. Another option to consider is to present a visual illustration of a room matching the room characteristics used for rendering.
The Recommendations ITU-R BS.1284-2 [3] and ITU-R BS.2399 [5] introduce general methods for the subjective assessment of sound quality. Among others, they discuss spatial impression as one of the main attributes of sound quality. The spatial impression quality is described as if the performance appears to take place in an appropriate spatial environment. The sub-attributes related to spatial impression quality include:
· Reverberance,
· Acoustic balance,
· Apparent room size,
· Depth perspective,
· Sound color of reverberation.
These sub-attributes are further discussed in detail in the recommendation, as summarized below.
Table 2. Spatial impression quality sub-attributes
	Attributes category
	Explanation

	Reverberance
	The subjective impression of the appropriate duration of natural or artificial indirect sounds.

	Acoustic balance
	The subjective impression of the relation between the direct and indirect (reflected) sounds.

	Apparent room size
	The subjective impression of the apparent size, real or artificial, of the origination room.

	Depth perspective
	The subjective impression that the sound image has an appropriate front to back depth.

	Sound color of reverberation
	The subjective impression of a natural sound color in the acoustics of the venue including any artificial reverberation.




The abovementioned sub-attributes should be considered jointly while evaluating spatial impression quality. Therefore, the description of these sub-attributes should be provided to listeners in the listening test instructions.
The sub-attributes also require providing a listener with a visual or descriptive reference to the virtual room properties. To serve this purpose, a visual sketch of the room may be added to the trial presentation to induce a general internal expectation of what is the target intention of the produced reverb.

The test methodology shall evaluate the test conditions for their plausibility to a target environment, avoiding direct comparisons of fidelity. For this reasons, absolute attribute ratings among test conditions and anchors shall be carried without an explicit given reference, to allow sub-attributes of the IVAS renderer to be rated equally or potentially higher than the reference renderer. For this test, the recommendations from ITU-R BS.2132 [6] are considered, including variants such as the Multi-stimulus Category Rating (MuSCR) or the Multiple Attribute Absolute Category Rating (MAACR) [7]. 
The test content should reflect the IVAS use cases intended to be used in combination with room acoustics, such as teleconferencing, gaming, and AR/XR. It is proposed to use the following test content types:
· For a teleconferencing use case: a dialog with at least two talkers located in a single room,
· For gaming and AR/XR: a combination of speech, sound effects, and ambient background,
· For AR/XR: an immersive music recording.
The virtual location of the sound sources should reflect the typical use case characteristics. For instance, the talkers in the teleconferencing use case should be placed separately in the room with different distances to the listeners.
For subjective assessment of the synthesized room acoustics sound quality, the following test methodologies are proposed.
1. The general guidelines as discussed in the ITU recommendations [3], [5] and [6] should be followed.
2. The basic room acoustics testing paradigm as discussed in section 2 should be followed.
3. The tests should be designed as a multiple category absolute rating test.
a. Reference renderer signal: output of reference renderer using relevant BRIR dataset,
b. Anchor: reference signal low pass filtered with cut-off frequency of 3.5 kHz
c. Test conditions: output of different processing paths of IVAS renderer, see Table 1.
4. The listening test should be conducted using reference monitor headphones. 
5. The unipolar continuous quality scale should be used [4].
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Figure 4. Unipolar 100-point quality scale
6. Listeners should be given instructions on how to perform the listening test. These instructions should contain the abovementioned description of the spatial impression sub-attributes. The instructions should address the test objectives and aim on the spatial impression sub-attributes. The proposed instructions text should provide the following information preceding the generic instruction to the testing.
	INSTRUCTIONS TO THE LISTENERS FOR THE IVAS ROOM ACOUSTICS SYNTHESIS EVALUATION TEST
In this experiment you will be evaluating systems that might be used for future immersive telecommunication services using spatial audio. Spatial audio means that you can locate various sound sources around yourself and in a virtual listening environment.
Your task is to evaluate the quality of rendering and especially the quality of room acoustics synthesis. You will be presented with a visual sketch of the virtual room for reference. Imagine that you are in the room shown in the presented illustration. While listening, you should focus on the following aspects of the audio rendering quality:
· Reverberance – the subjective impression of the appropriate duration of natural or artificial indirect sounds,
· Acoustic balance – the subjective impression of the relation between the direct and indirect (reflected) sounds,
· Apparent room size – the subjective impression of the apparent size, real or artificial, of the origination room,
· Depth perspective – the subjective impression that the sound image has an appropriate front to back depth.



Conclusions
In this contribution a number of matters related to IVAS room acoustics testing are discussed. Given the number of IVAS rendering paths and the nature of room acoustics synthesis, the room acoustics testing paradigms were proposed. Based on these constraints both objective and subjective test methodologies are proposed as intended to be included in the characterization phase test plan (IVAS-8b).
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