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[bookmark: foreword][bookmark: _Toc129708866]Foreword
[bookmark: spectype3]This Technical Specification has been produced by the 3rd Generation Partnership Project (3GPP).
The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:
Version x.y.z
where:
x	the first digit:
1	presented to TSG for information;
2	presented to TSG for approval;
3	or greater indicates TSG approved document under change control.
y	the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.
z	the third digit is incremented when editorial only changes have been incorporated in the document.
In the present document, modal verbs have the following meanings:
shall	indicates a mandatory requirement to do something
shall not	indicates an interdiction (prohibition) to do something
The constructions "shall" and "shall not" are confined to the context of normative provisions, and do not appear in Technical Reports.
The constructions "must" and "must not" are not used as substitutes for "shall" and "shall not". Their use is avoided insofar as possible, and they are not used in a normative context except in a direct citation from an external, referenced, non-3GPP document, or so as to maintain continuity of style when extending or modifying the provisions of such a referenced document.
should	indicates a recommendation to do something
should not	indicates a recommendation not to do something
may	indicates permission to do something
need not	indicates permission not to do something
The construction "may not" is ambiguous and is not used in normative elements. The unambiguous constructions "might not" or "shall not" are used instead, depending upon the meaning intended.
can	indicates that something is possible
cannot	indicates that something is impossible
The constructions "can" and "cannot" are not substitutes for "may" and "need not".
will	indicates that something is certain or expected to happen as a result of action taken by an agency the behaviour of which is outside the scope of the present document
will not	indicates that something is certain or expected not to happen as a result of action taken by an agency the behaviour of which is outside the scope of the present document
might	indicates a likelihood that something will happen as a result of action taken by some agency the behaviour of which is outside the scope of the present document
might not	indicates a likelihood that something will not happen as a result of action taken by some agency the behaviour of which is outside the scope of the present document
In addition:
is	(or any other verb in the indicative mood) indicates a statement of fact
is not	(or any other negative verb in the indicative mood) indicates a statement of fact
The constructions "is" and "is not" do not indicate requirements.
[bookmark: introduction][bookmark: scope][bookmark: _Toc129708868]
1	Scope
[bookmark: references][bookmark: _Toc129708869]The present document contains an electronic copy of the floating-point C code for the Immersive Voice and Audio Services (IVAS) Codec. This C code is the unique alternative reference specification besides the fixed-point C code for the IVAS Codec (3GPP TS 26.251) for a standard compliant implementation of the IVAS Codec (3GPP TS 26.253), Rendering (3GPP TS 26.254), Error Concealment of Lost Packets (3GPP TS 26.255) and Jitter Buffer Management (JBM) (3GPP TS 26.256).
[bookmark: _Hlk21593723][The bit-exact fixed-point C code in 3GPP TS 26.251 is the preferred implementation for all applications, but the floating-point codec may be used instead of the fixed-point codec when the implementation platform is better suited for a floating-point implementation. ]	Comment by Multrus, Markus: This spec doesn’t exist yet…
Requirements for any implementation of the IVAS codec to be standard compliant are specified in 3GPP TS 26.252 (Test sequences).
2	References
The following documents contain provisions which, through reference in this text, constitute provisions of the present document.
-	References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.
-	For a specific reference, subsequent revisions do not apply.
-	For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.
[1]	3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
[bookmark: definitions][bookmark: _Toc129708870][2]	3GPP TS 26.253: "Codec for immersive voice and audio services - Detailed Algorithmic Description incl. RTP payload format and SDP parameter definitions".
[3]	3GPP TS 26.254: "Codec for immersive voice and audio services - Rendering".
[4]	3GPP TS 26.255: "Codec for immersive voice and audio services - Error concealment of lost packets".
[5]	3GPP TS 26.256: "Codec for immersive voice and audio services - Jitter Buffer Management".
[6]	IETF RFC 3550: "RTP: A Transport Protocol for Real-Time Applications".
[7]	Recommendation ITU-T G.191 (03/23): "Software tools for speech and audio coding standardization".
[8]	Recommendation ITU-T G.192: "A common digital parallel interface for speech standardization activities".
[9]	ISO/IEC 23008-3:2015: “High efficiency coding and media delivery in heterogeneous environments — Part 3: 3D audio”
[10]	ISO/IEC 23091-3:2018: “Coding-independent code points — Part 3: Audio“


3	Definitions of terms, symbols and abbreviations
[bookmark: _Toc129708871]3.1	Terms
Void.
[bookmark: _Toc129708872]3.2	Symbols
Void.
[bookmark: _Toc129708873]3.3	Abbreviations
For the purposes of the present document, the abbreviations given in TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in TR 21.905 [1].
EVS	Enhanced Voice Services
FB	Fullband
FEC	Frame Erasure Concealment
IVAS	Immersive Voice and Audio Services
JBM	Jitter Buffer Management
LFE	Low Frequency Enhancement
NB	Narrowband
SID	Silence Insertion Descriptor
SWB	Super Wideband
WB	Wideband
[bookmark: EDM_endabb_]WMOPS	Weighted Millions of Operations Per Second

[bookmark: clause4][bookmark: _Toc129708874]4	C code structure
[bookmark: _Toc129708875]This clause gives an overview of the structure of the floating-point C code and provides an overview of the contents and organization of the C code attached to the present document.
The C code has been verified on the following platforms:
-	IBM PC compatible computers with Windows 10 operating systems and Microsoft Visual C++ 2017 compiler, 32-bit.
C was selected as the programming language because portability was desirable.
4.1	Contents of the C source code
[bookmark: _Toc129708876]The C code is organized as listed in Table 1:
Table 1: Source code directory structure
	Directory
	Description

	readme.txt
	information on how to compile and use

	Makefile
	UNIX style encoder Makefile

	Workspace_msvc/
	Directory for the MSVC 2017 (or newer) project files

	apps/
	Source code files used solely for the encoder/decoder/renderer applications; these applications make use of the libraries built from lib_com, lib_dec, lib_enc, lib_rend, lib_lc3plus, and lib_util

	lib_com/
	Source code files used both in encoder and decoder

	lib_dec/
	Source code files used solely in the decoder

	lib_enc/
	Source code files used solely in the encoder

	lib_lc3plus/
	Source code files used solely in the LC3plus part of the binaural split rendering scheme

	lib_rend/
	Source code files used solely in the renderer

	lib_util/
	Source code files solely for utility functions used by the applications



The distributed files with suffix "c" contain the source code and the files with suffix "h" are the header files. The ROM data is contained in files named "rom_*" and “ivas_rom_*” with suffix "c".
Makefiles are provided for the platforms in which the C code has been verified (listed above). Once the software is installed, this directory will have a compiled version of the encoder (named IVAS_cod), the decoder (named IVAS_dec) and the renderer (named IVAS_rend).
4.2	Program execution
The codec for Immersive Voice and Audio Services is implemented in three programs:
-	IVAS_cod: encoder;
-	IVAS_dec: decoder;
- 	IVAS_rend: renderer.
The programs should be called like:
-	IVAS_cod [encoder options] <input file> <bitstream file>;
-	IVAS_dec [decoder options]<bitstream file> <output file>;
- 	IVAS_rend [renderer options] -i <input file> -if <input format> -o <output file> -of <output format>.
The input and output files contain 16-bit linear encoded PCM samples and the bitstream file contains encoded data.
The encoder, decoder, and renderer options will be explained by running the programs without any input arguments. See the file readme.txt for more information on how to run the IVAS_enc, IVAS_dec and IVAS_rend programs.
5	File Formats
This clause describes the file formats used by the encoder and decoder programs. The test sequences defined in [1] also use the file formats described here.
[bookmark: _Toc26263326]5.1	Audio Input/output file format
For the input files read by the encoder/renderer and output files written by the decoder/renderer the following formats are supported:
· Headerless format: 16-bit integer words per each data sample. The byte order in each word depends on the host architecture (e.g. LSB first on PCs, etc.).
· WAVE format: 16-bit little-endian integer words per each data sample. 
Both the encoder and the decoder program process complete frames corresponding to multiples of 20 ms. 
The encoder will pad the last frame to integer multiples of 20ms frames, i.e. n speech frames will be produced from an input file with a length between [(n-1)*20ms+1 sample; n*20ms]. The files produced by the decoder will always have a length of n*20ms.
Input/output audio shall follow configurations as specified in Table 2. Ambisonics components follow the ACN ordering where  for real-valued spherical harmonics components of order  and degree , where . 
Table 3: Audio track configurations
	Audio format (designator)
	Number of tracks
	Index

	Configuration 
(incl. ordering)
	Azimuth Range
	Elevation Range

	Mono (M)
	1
	1
	M
	-
	-

	Stereo (ST)
	2
	1,2
	L, R
	-
	-

	Binaural (BIN)
	2
	1,2
	L, R
	-
	-

	Multi-channel 5.1 (MC51)
	6
	1
	CH_A+030_E+00
	+30
	0

	
	
	2
	CH_A-030_E+00
	-30
	0

	
	
	3
	CH_A+000_E+00
	0
	0

	
	
	4
	LFE
	-
	-

	
	
	5
	CH_A+110_E+00
	+100 … +120
	0 … +15

	
	
	6
	CH_A-110_E+00
	-100 … -120
	0 ... +15

	Multi-channel 7.1 (MC71)
	8
	1
	CH_A+030_E+00
	+30 ... +45
	0

	
	
	2
	CH_A-030_E+00
	-30 … -45
	0

	
	
	3
	CH_A+000_E+00
	0
	0

	
	
	4
	LFE
	-
	-

	
	
	5
	CH_A+110_E+00
	+85 … +110
	0

	
	
	6
	CH_A-110_E+00
	-85 … -110
	0

	
	
	7
	CH_A+135_E+00
	+120 … +150
	0

	
	
	8
	CH_A-135_E+00
	-120 … -150
	0

	Multi-channel 5.1+4 (MC514)
	10
	1
	CH_A+030_E+00
	+30
	0

	
	
	2
	CH_A-030_E+00
	-30
	0

	
	
	3
	CH_A+000_E+00
	0
	0

	
	
	4
	LFE
	-
	-

	
	
	5
	CH_A+110_E+00
	+100 … +120
	0 … +15

	
	
	6
	CH_A-110_E+00
	-100 … -120
	0 … +15

	
	
	7
	CH_A+030_E+35
	+30 … +45
	+30 … +55

	
	
	8
	CH_A-030_E+35
	-30 … -45
	+30 … +55

	
	
	9
	CH_A+110_E+35
	+100 … +135
	+30 … +55

	
	
	10
	CH_A-110_E+35
	-100 … -135
	+30 … +55

	Multi-channel 7.1+4 (MC714)
	12
	1
	CH_A+030_E+00
	+30 … +45
	0

	
	
	2
	CH_A-030_E+00
	-30 … -45
	0

	
	
	3
	CH_A+000_E+00
	0
	0

	
	
	4
	LFE
	-
	-

	
	
	5
	CH_A+135_E+00
	+120 … +150
	0

	
	
	6
	CH_A-135_E+00
	-120 … -150
	0

	
	
	7
	CH_A+090_E+00
	+85 … +110
	0

	
	
	8
	CH_A-090_E+00
	-85 … -110
	0

	
	
	9
	CH_A+030_E+35
	+30 … +45
	+30 … +55

	
	
	10
	CH_A-030_E+35
	-30 … -45
	+30 … +55

	
	
	11
	CH_A+135_E+35
	+100 … +150
	+30 … +55

	
	
	12
	CH_A-135_E+35
	-100 … -150
	+30 … +55

	FOA (SBA1)
	4
	1…4
	Ambisonics components with  0,1,2,3
	-
	-

	HOA* 
(SBA)
	
	1…
	Ambisonics components with  0,1, 2,… -1
	-
	-

	Mono objects (OBA)
	1…4
	1…4
	Object(s) with ID 1…4
	-
	-

	Metadata-assisted spatial audio, mono (MASA1) 
	1
	1
	M
	-
	-

	Metadata-assisted spatial audio, stereo (MASA2)
	2
	1,2
	L, R
	-
	-

	Combined mono MASA and OBA
	2...5
	1..4
2...5
	Object(s) with ID 1…4
M MASA

	-
-
	-
-

	Combined stereo MASA and OBA

	3...6
	1..4
5,6
	Object(s) with ID 1…4
L, R MASA

	-
-
	-
-

	Combined 
HOA* 
(SBA)
and OBA
	

	1…
	Object(s) with ID 1…4
Ambisonics components with  0,1, 2,… -1
	-
	-



* = Ambisonics order
For Ambisonics, SN3D normalization is assumed.
[bookmark: _Toc26263327]5.2	Rate switching profile (encoder input)
The encoder program can optionally read in a rate switching profile file which specifies the encoding bitrate for each frame of the input data. The rate switching profile is a binary file, generated by 'gen-rate-profile' tool, which is part of STL 2023, as contained in ITU-T G.191 [7]. The rate switching profile contains 32-bit integer words where each word represents the encoding bitrate for each particular frame. The rate switching profile is recycled if it contains less entries than the total number of frames in the input file. 
[bookmark: _Toc26263328]5.3	Bandwidth switching profile (encoder input)
The encoder program can optionally read in a bandwidth switching profile, which specifies the encoding bandwidth for each frame of speech processed. The file is a text file where each line contains "nb_frames B". B specifies the signal bandwidth that is one of the supported bandwidths. For IVAS operation modes, WB, SWB or FB are supported. For EVS operation modes, NB, WB, SWB and FB are supported. "nb_frames" is an integer number of frames and specifies the duration of activation of the accompanied signal bandwidth B.
5.4	Channel-aware configuration file (encoder input and decoder output)
For the EVS operation modes, the encoder program can optionally read in a configuration file which specifies the values of FEC indicator p and FEC offset o, where FEC indicator, p: LO or HI, and FEC offset, o: 2, 3, 5, or 7 in number of frames. Each line of the configuration file contains the values of p and o separated by a space.
The channel-aware configuration file is meant to simulate channel feedback from a receiver to a sender, i.e. the decoder would generate FEC indication and FEC offset values for receiver feedback that correspond to the current transmission channel characteristics, thereby allowing optimization of the transmission by the encoder which applies the FEC offset and FEC indication when in the channel-aware mode. 
5.5	Object based audio metadata file (encoder/renderer input and decoder output)
For object based audio input, the encoder/renderer can optionally read corresponding metadata files describing the object characteristics. The metadata files for object based audio (per audio object) are files consisting of comma-separated values (CSV). Each line corresponds to 20ms audio at the renderer and consists of:
· Azimuth (floating-point, range [-180°;180°[; mandatory)
· Elevation (floating-point, range [-90°;90°]; mandatory)
· Radius (floating-point, range [0; 15.75]; optional; default: 1.0)
· Spread (floating-point, range [0; 360]; optional; default: 0.0)
· Gain (floating-point, range [0;1]; optional; default: 1.0)
· Yaw (floating-point, range [-180; 180], positive indicates left; optional; default: 0.0)
· Pitch (floating-point, range [-90; 90], positive indicates up; optional; default: 0.0)
· Non-diegetic (floating-point, range [0; 1]; optional; default: 0; if Flag is set to 1, panning gain is specified by azimuth Value between [-90,90], 90 left, -90 right, 0 center)
The columns are in the following order:
Azimuth,Elevation,Radius,Spread,Gain,Yaw,Pitch,Non-diegetic
The metadata reader accepts 1-8 values specified per line. If a value is not specified, the default value is assumed.
5.6	Metadata-assisted spatial audio (MASA) metadata file (encoder/renderer input and decoder output)
For MASA audio input, the encoder/renderer reads MASA metadata files. For bitstreams containing MASA audio, the decoder can optionally write MASA metadata files. The Syntax of the MASA metadata files is specified in Annex A.
5.7	Parameter bitstream file (encoder output / decoder input)
The files produced by the speech/audio encoder/expected by the speech decoder contain an arbitrary number of frames in the following available formats.
[bookmark: _Toc26263329]5.7.1	ITU-T G.192 compliant format

	SYNC_WORD
	DATA_LENGTH
	B1
	B2
	…
	Bnn



The encoder/decoder support parameter bitstream files according to ITU-T G.192 [8]: Each box corresponds to one Word16 value in the bitstream file, for a total of 2+nn words or 4+2nn bytes per frame, where nn is the number of encoded bits in the frame. Each encoded bit is represented as follows: Bit 0 = 0x007f, Bit 1 = 0x0081. The fields have the following meaning:
- SYNC_WORD: Word to ensure correct frame synchronization between the encoder and the decoder. It is also used to indicate the occurrences of bad frames.
In the encoder output:	(0x6b21)
In the decoder input:	Good frames	(0x6b21)
	Bad frames	(0x6b20)
- DATA_LENGTH: Length of the speech data. Codec mode and frame type is extracted in the decoder using this parameter

[bookmark: _Toc26263331]5.8	VoIP parameter bitstream file (decoder input)

	Packet size
	Arrival time
	RTP header
	G.192 format (see 5.7.1)



The fields have the following size and meaning:
- Packet size: 32 bit unsigned integer (= 12 + 2 + DATA_LENGTH).
- Arrival time: 32 bit unsigned integer in ms.
- RTP header: 96 bits (see RFC 3550 [6]), including RTP timestamp and SSRC.


[bookmark: _Toc26263334]5.9	JBM trace file (decoder output)
The decoder can generate a JBM trace file with the –Tracefile switch as a by-product of the decoder operation in case of JBM operation (which is triggered with the –VOIP switch on the decoder side).
The trace file is a CSV file with semi-colon as separator. The trace file starts with one header line that contains the column names in the following order:
rtpSeqNo;rtpTs;rcvTime;playtime;active

For each played out speech frame one entry is written to the trace file. The interval of the playtime values is usually 20ms, but may differ, depending on the JBM operation. Each entry is a line in the trace file that contains values as specified in Table 4.
Table 5: JBM trace file entry format
	Name
	Unit
	Description

	rtpSeqNo
	1
	RTP sequence number of played out speech frame. -1 if no corresponding RTP packet for the speech frame exists.

	rtpTs
	ms
	RTP time stamp of played out speech frame. -1 if no corresponding RTP packet for the speech frame exists

	rcvTime
	ms
	Absolute reception time of the RTP packet that corresponds to the speech frame. -1 if no corresponding RTP packet for the speech frame exists.

	playtime
	ms
	Absolute play time (i.e. the time at which the PCM data is made available by the decoder). Can be floating-point value.

	active
	0 or 1
	Binary entry, which is set to 1 for active speech frames (i.e. frames that are neither SID nor NO_DATA)



5.10	HRTF filter file (decoder/renderer input)

5.11	Head rotation trajectory file (decoder/renderer input)

5.12	Reference rotation/vector file (decoder/renderer input)

5.13	External orientation file (decoder/renderer input)

5.14	Renderer config file (decoder/renderer input)

5.15	Split Rendering bitstream file (decoder/renderer output)

5.16	Split Rendering Metadata file (decoder/renderer output)

5.17	Scene description file (renderer input)
The renderer can render scenes consisting of one or multiple sources. The scenes can be described using a scene description file (textfile) which is defined according to Table 6:
Table 6: Scene Description File Syntax
	Line no.
	Type
	Description

	1
	string
	Path to a "multitrack" audio file. This should be a single multichannel wav/pcm
file that contains all input audio. For example channels 1-4 can be an FOA scene,
channel 5 - an object and channels 6-11 - a 5.1 channel bed.
The path given shall be relative to the location of the config file.
This path has lower priority than the one given on the command line: it is
ignored if the --inputAudio argument to the renderer executable is specified.

	2
	integer
	Contains number of inputs. An input can either be an Ambisonics scene, an
object or a channel bed. This does not correspond the total number of channels in the input audio file.
The renderer simultaneously supports:
· 1 Ambisonics input
· 1 Channel-based input
· 1 MASA input
· Up to 4 audio objects (ISM) inputs

	Following lines
	
	Definition of each of the inputs. Inputs can be listed in any order. They are not required to be listed in the same order as in the audio file.
Ambisonics:
	Line no. (relative to each input)
	Type
	Description

	1
	string
	SBA

	2
	integer
	Index of the first channel of this input in the multitrack file (1-indexed) Ambisonics order



Channel-based:
	Line no. (relative to each input)
	Type
	Description

	1
	string
	MC

	2
	integer
	Index of the first channel of this input in the multitrack file (1-indexed)

	3
	string
	Name of speaker layout (X_Y_Z or CICPx format)



MASA:
	Line no. (relative to each input)
	Type
	Description

	1
	string
	MASA

	2
	integer
	Index of the first channel of this input in the multitrack file (1-indexed)

	3
	integer
	Number of transport channels

	4
	string
	Path to MASA metadata file, see 5.6. The path must be relative to config file location.



Audio Objects, Option 1:
	Line no. (relative to each input)
	Type
	Description

	1
	string
	ISM

	2
	integer
	Index of this input's audio in the multitrack file (1-indexed)

	3
	string
	Path to Object based audio metadata file, see 5.5. The path must be relative to config file location.



or
Audio Objects, Option 2:
	Line no. (relative to each input)
	Type
	Description

	1
	string
	ISM

	2
	integer
	Number N of positions defined, followed by N lines in form:

	Following N lines:
	integer, float, (…)
	Number of frames for which the defined position is kept, object position according to values defined in Object based audio metadata file, see 5.5.






Each input definition may be followed by a list of optional properties in the following format:
<property_key>:<property_value>
Each key-value pair shall be placed on a separate line.
The following key-value pairs are supported:
	Key
	Type
	Description

	gain_dB
	float
	Applied gain to input in dB

	lfe_matrix
	string
	CSV file containing a LFE panning matrix. File containing a  containing a matrix of dimensions [ num_input_lfe x num_output_channels ] 
with elements specifying linear routing gain.
If specified, overrides the output LFE position option and the default behavior which attempts to map input to output LFE channel(s)

	lfe_gain_dB
	float
	Applied gain to input LFE in dB. Applicable only to formats containing an LFE.

	lfe_azi
	float
	Azimuth defining LFE position on sphere; alternative to lfe_matrics.

	lfe_ele
	float
	Elevation defining LFE position on sphere; alternative to lfe_matrics.



Example configuration:
The following example defines a scene with 4 inputs:
· ISM with trajectory defined in a separate file. Channel 12 in the input file. Apply a gain of 0.5 dB.
· Ambisonics, order 1. Channels 1-4 in the input audio file. Apply -6 dB of gain.
· CICP6 channel bed. Channels 5-10 in the input audio file.
· ISM with 2 defined positions (-90,0) and (90,0). Channel 11 in the input file. The object will start at position (-90,0) and stay there for 5 frames, then move to (90,0) and stay there for 5 frames. This trajectory is looped ver the duration of the input audio file.
	./input_audio.wav
4
ISM
12
path/to/IVAS_ISM_metadata.csv
gain_dB:0.5
SBA
1
1
gain_dB:-6
MC
5
5_1
ISM
11
2
5,-90,0
5,90,0




[bookmark: startOfAnnexes][bookmark: _Toc129708886]
Annex A (normative):
Metadata-assisted spatial audio (MASA) format
A.1	General
This Annex describes the Metadata-assisted spatial audio (MASA) format. The MASA format consists of audio signals and metadata. The audio signals for MASA can be mono or stereo. The metadata is provided according to a structure defined here, and it comprises descriptive metadata and spatial metadata, as defined in the following clauses.
A.2	MASA format metadata structure
MASA format input to IVAS encoder follows the 20-ms frame size. For each 20-ms audio frame, one corresponding metadata frame is provided. Each metadata frame is structured as illustrated in Figure A.1. The descriptive metadata common for the whole frame is written first. This is followed by the spatial metadata, which consists of four spatial metadata subframes, each corresponding to 5 ms of audio. The structure of the spatial metadata subframes depends on the number of direction parameters in the frame. There are two options for the structure, illustrated in Figure A.2 and Figure A.3 for one direction and two directions, respectively.


Descriptive common metadata
(Table A.1)
Subframe 1
Spatial metadata
(Figure A.2 & A.3)
Subframe 2
Spatial metadata
(Figure A.2 & A.3)
Subframe 3
Spatial metadata
(Figure A.2 & A.3)
Subframe 4
Spatial metadata
(Figure A.2 & A.3)
Spatial metadata
MASA metadata frame

Figure A.1: Metadata structure for one MASA input signal frame
Direction 1 
Spatial metadata
(Table A.2a)
Common
Spatial metadata
(Table A.2b)

Figure A.2: MASA spatial metadata structure for one subframe with one direction
Direction 1
Spatial metadata
(Table A.2a)
Direction 2
Spatial metadata
(Table A.2a)
Common
Spatial metadata
(Table A.2b)

Figure A.3: MASA spatial metadata structure for one subframe with two directions
Table A.1 presents the MASA descriptive common metadata parameters in order of writing. The definitions and use of the descriptive metadata parameters are described in clause A.4. 

Table A.2a and Table A.2b present the MASA spatial metadata parameters dependent and independent of the number of directions, respectively. The definitions and use of the spatial metadata parameters are described in clause A.5.

Table A.1: MASA format descriptive common metadata parameters
	Field 
	Bits 
	Description 

	Format descriptor 
	64
	Defines the MASA format for IVAS. Eight 8-bit ASCII characters:
01001001, 01010110, 01000001, 01010011,
01001101, 01000001, 01010011, 01000001
Values stored as 8 consecutive 8-bit unsigned integers.

	Channel audio format
	16
	Combined following fields stored in two bytes.
Value stored as a single 16-bit unsigned integer.

	Number of directions 
	(1)
	Number of directions described by the spatial metadata.
Each direction is associated with a set of direction dependent spatial metadata.
Range of values: [1, 2]

	Number of channels
	(1)
	Number of transport channels in the format.
Range of values: [1, 2]

	Source format
	(2)
	Describes the original format from which MASA was created.

	(Variable description)
	(12)
	Further description fields based on the values of ‘Number of channels’ and ‘Source format’ fields. 
When all bits are not used, zero padding is applied.



Table A.2a: MASA format spatial metadata parameters (dependent of number of directions)  
	Field 
	Bits 
	Description 

	Direction index 
	16 
	Direction of arrival of the sound at a time-frequency parameter interval. Spherical representation at about 1-degree accuracy. 
Range of values: “covers all directions at about 1° accuracy” 
Values stored as 16-bit unsigned integers.

	Direct-to-total energy ratio 
	8 
	Energy ratio for the direction index (i.e., time-frequency subframe). 
Calculated as energy in direction / total energy. 
Range of values: [0.0, 1.0] 
Values stored as 8-bit unsigned integers with uniform spacing of mapped values.

	Spread coherence 
	8 
	Spread of energy for the direction index (i.e., time-frequency subframe). 
Defines the direction to be reproduced as a point source or coherently around the direction. 
Range of values: [0.0, 1.0] 
Values stored as 8-bit unsigned integers with uniform spacing of mapped values.



Table A.2b: MASA format spatial metadata parameters (independent of number of directions)  
	Field 
	Bits 
	Description 

	Diffuse-to-total energy ratio
	8 
	Energy ratio of non-directional sound over surrounding directions. 
Calculated as energy of non-directional sound / total energy. 
Range of values: [0.0, 1.0] 
(Parameter is independent of number of directions provided.) 
Values stored as 8-bit unsigned integers with uniform spacing of mapped values.

	Surround coherence
	8 
	Coherence of the non-directional sound over the surrounding directions. 
Range of values: [0.0, 1.0] 
(Parameter is independent of number of directions provided.) 
Values stored as 8-bit unsigned integers with uniform spacing of mapped values.

	Remainder-to-total energy ratio
	8 
	Energy ratio of the remainder (such as microphone noise) sound energy to fulfil requirement that sum of energy ratios is 1. 
Calculated as energy of remainder sound / total energy. 
Range of values: [0.0, 1.0] 
(Parameter is independent of number of directions provided.) 
Values stored as 8-bit unsigned integers with uniform spacing of mapped values.



A.3	MASA format time-frequency resolution
The MASA spatial metadata parameters describe the spatial characteristics of the captured spatial sound scene. This parametric representation is based on frequency bands. A certain spatial characteristic thus relates to a frequency band, and a neighbouring frequency band can exhibit a different characteristic. For MASA format, 24 frequency bands are used. Table A.3 presents these frequency bands.
The metadata frame corresponding to 20-ms frame of audio is divided into four subframes of 5 ms each, which allows for higher temporal resolution of the spatial characteristics than offered by the frame size. The parametric representation in each frame therefore consists of 24 frequency bands in 4 time slots giving a total of 96 time-frequency tiles.
When a frame describes the scene using one spatial direction, there are 96 instances of each of the spatial metadata parameters corresponding with the 96 time-frequency tiles. When a frame describes the scene using two spatial directions, there are two values per time-frequency tile for some of the spatial metadata parameters. In this case, there are 192 instances of those spatial metadata parameters in one metadata frame.

Table A.3. MASA spatial metadata frequency bands
	Band
	LF (Hz)
	HF (Hz)
	BW (Hz)

	1
	0
	400
	400

	2
	400
	800
	400

	3
	800
	1200
	400

	4
	1200
	1600
	400

	5
	1600
	2000
	400

	6
	2000
	2400
	400

	7
	2400
	2800
	400

	8
	2800
	3200
	400

	9
	3200
	3600
	400

	10
	3600
	4000
	400

	11
	4000
	4400
	400

	12
	4400
	4800
	400

	13
	4800
	5200
	400

	14
	5200
	5600
	400

	15
	5600
	6000
	400

	16
	6000
	6400
	400

	17
	6400
	6800
	400

	18
	6800
	7200
	400

	19
	7200
	7600
	400

	20
	7600
	8000
	400

	21
	8000
	10000
	2000

	22
	10000
	12000
	2000

	23
	12000
	16000
	4000

	24
	16000
	24000
	8000



A.4	MASA descriptive metadata parameters
The MASA descriptive metadata is provided once per frame. It includes information for correctly reading the metadata frame and information relating to creation of the current MASA format signal and its transport audio signals that can be used to assist encoding or rendering of the spatial audio.
The parameter fields of Table A.1 as defined as follows:
Format descriptor (64 bits)
The unique format descriptor code is provided at the beginning of every MASA format metadata frame. It specifies MASA format for the IVAS codec.
	Required bit value
	Decoded value 
	Additional description 

	01001001, 01010110, 01000001, 01010011, 01001101, 01000001, 01010011, 01000001
	“IVASMASA”
	Unique format descriptor



Channel audio format (16 bits as specified below)
Two bytes providing the following individual fields:
· Number of directions
· Number of channels
· Source format
and a variable 12-bit description configured based on ‘Number of channels’ and ‘Source format’.

Number of directions (1 bit)
This parameter field indicates how many directions are described in current MASA format frame. Size of the metadata associated with the current frame depends on the number of directions.
	Bit value
	Decoded value 
	Additional description 

	0
	1 direction
	-

	1
	2 directions
	-



Number of channels (1 bit)
This parameter field indicates how many transport channels are used for the MASA format. This parameter is required by the codec or renderer in some form to read the correct number of channels. Some additional channel format descriptors further depend on the number of channels.
	Bit value
	Decoded value 
	Additional description 

	0
	1 channel
	-

	1
	2 channels
	-



Source format (2 bits)
This parameter field describes the format of source signals that were used to form the MASA format input file/stream. This parameter provides additional information that can benefit encoding, decoding, and/or rendering. First bit value (00) is the default value.
	Bit value
	Decoded value 
	Additional description 

	00
	Default/Other
	Audio originates from unknown format(s) including mixed sources

	01
	Microphone grid
	Audio originates from various (irregular) microphone grids (e.g., smartphones or other UEs)

	10
	Channel-based
	Audio originates from premixed channel-based audio (e.g., 5.1)

	11
	Ambisonics
	Audio originates from Ambisonics format



Variable description (12 bits including zero padding)
Based on the values of the ‘Number of channels’ bit and ‘Source format’ bits, the variable description is configured to provide up to three additional fields to further describe the source format or transport channels. This information can guide, e.g., metadata encoding and rendering. The following presents the possible field combinations and their definitions.
Source format == 00 (Default/Other)
If number of channels is 1 (bit value 0), no additional metadata is specified. Instead, 12-bit zero padding is applied.
If number of channels is 2 (bit value 1), following additional fields are configured in order:
· Transport definition field (3 bits). This field describes the configuration of the two transport channels. The possible bit values and corresponding configurations are provided in Table A.4.
· Channel angle field (3 bits). This field describes symmetric angle positions for transport signals with directivity patterns. In this notation, 0° corresponds to the front. The bit values and corresponding configuration are defined in Table A.5.
· Channel distance field (6 bits). The bit values and corresponding configuration are defined in Table A.6.


Table A.4: Transport definition field for Source formats: Default/Other and Microphone grid
	Bit value
	Decoded value 
	Additional description 

	000
	Unknown/Other
	Default

	001
	Omni
	-

	010
	Subcardioid
	-

	011
	Cardioid
	-

	100
	Supercardioid
	-

	101
	Hypercardioid
	-

	110
	Dipole
	-

	111
	Binaural
	-



Table A.5: Channel angles for directive patterns for Source formats: Default/Other and Microphone grid
	Bit value
	Decoded value 
	Additional description 

	000
	Unspecified
	Default

	001
	±90 deg.
	-

	010
	±70 deg.
	XY stereo

	011
	±55 deg.
	XY stereo, ORTF stereo

	100
	±45 deg.
	NOS stereo, XY stereo, Blumlein pair

	101
	±30 deg.
	-

	110
	±0 deg.
	AB stereo. Needs spacing for stereo image.

	111
	Reserved
	-


Note: If Transport definition value is “Unknown”, “Omni”, or “Binaural”, value 000 is used.
The channel distance parameter is defined with a few predefined values and the distance values between 0.01 m and 1 m are calculated as an equal multiplicative interval such that there are 60 values from 0.01 m to 1 m. The equation for this is given as:

where  is the decoded distance value and  is the bit value as an integer value, i.e., . The result is in meters.
Table A.6: Channel distance for Source formats: Default/Other and Microphone grid
	Bit value
	Decoded value 
	Additional description 

	000000
	Unspecified
	Distance is not specified, or it is unknown

	000001
	0 m / coincident
	No distance between microphones, i.e., they are coincident

	000010
	< 0.01 m
	Distances smaller than 0.01 m

	000011
	0.01 m
	(Distances formed with equation above)

	…
	…
	(Distances formed with equation above)

	111110
	1 m
	(Distances formed with equation above)

	111111
	> 1 m
	Distances larger than 1 m



Source format == 01 (Microphone grid)
If number of channels is 1 (bit value 0), no additional metadata is specified. Instead, 12-bit zero padding is applied.
If number of channels is 2 (bit value 1), following additional fields are configured in order:
· Transport definition field (3 bits). This field describes the configuration of the two transport channels. The possible bit values and corresponding configurations are provided in Table A.4.
· Channel angle field (3 bits). This field describes symmetric angle positions for transport signals with directivity patterns. In this notation, 0° corresponds to the front. The bit values and corresponding configuration are defined in Table A.5.
· Channel distance field (6 bits). The bit values and corresponding configuration are defined in Table A.6.
The field definitions used for Microphone grid source format and Default/Other source format are the same. Differentiation is based on Source format parameter itself.

Source format == 10 (Channel-based)
For premixed content, the original layout can be provided. In addition to common CICP layouts relevant for IVAS, two generic options (3D and 2D) are available. The description of the bit values is provided in Table A.7. The transport signals with this source format are assumed to be a mono (1 channels) or left-right stereo (2 channels) downmix of the multi-channel signals, and thus the number of channels can be 1 or 2 (bit values 0 or 1).
In addition to the 3-bit Channel layout field, 9 bits of zero padding is applied to complete the 12-bit variable description.
Table A.7: Channel layout field for the channel-based source format
	Bit value
	Decoded value 
	Additional description 

	000
	Unknown/Other
	Unknown layout or other (3D) layout. Default option.

	001
	Other planar
	Other 2D layout

	010
	2.0
	CICP2 positions, ITU order

	011
	5.1
	CICP6 positions, ITU order

	100
	5.1+2
	CICP14 positions azimuth, 35° elevation, ITU order

	101
	5.1+4
	CICP16 positions azimuth, 35° elevation, ITU order

	110
	7.1
	CICP12 positions, ITU order

	111
	7.1+4
	CICP19 positions azimuth, 35° elevation, ITU order


Note 1: ITU channel order is given in ISO/IEC 23008-3:2015 [9], Table 95.
Note 2: Azimuth positions are given in ISO/IEC 23091-3:2018 [10], Table 3.

Source format == 11 (Ambisonics)
If number of channels is 1 (bit value 0), no additional metadata is specified. Instead, 12-bit zero padding is applied.
If number of channels is 2 (bit value 1), following two additional fields are configured in order:
· Transport definition field (3 bits). This describes the configuration of the two transport channels. The possible bit values and corresponding configurations are provided in Table A.4. However, bit values 001 (omni) and 111 (binaural) are not allowed and are interpreted as bit value 000.
· Channel angle field (3 bits). Describes symmetric angle positions for transports signals with directive patterns. In this notation, 0° corresponds to the front. This is defined in Table A.5.
· In addition, 6 bits of zero padding is applied to complete the 12-bit variable description.
For Ambisonics-based transport signals, transport channels are considered coincident, and there is therefore no ‘Channel distance’ field specified.
A.5	MASA spatial metadata parameters
The MASA spatial metadata describes the spatial audio characteristics corresponding to the one or two transport audio signals. Thus, the spatial audio scene can be rendered for listening based on the combination of the transport audio signals and the spatial metadata.
The MASA spatial metadata is provided once per subframe in each frame following the time-frequency resolution presented in clause A.3. Spatial metadata for each subframe contains one or two first sets of parameters depending on the number of directions (as defined by the corresponding metadata field in descriptive metadata, clause A.4) and one second set of parameters that does not depend on the number of directions. As shown in Figure A.2 and Figure A.3, the parameters corresponding to Table A.2a are written first in the stream, followed by the parameters corresponding to Table A.2b.
The definitions and use of the MASA spatial metadata parameters are described in order in the following. 

Direction index: Spatial direction(s)
Spatial directions represent the directional energy flows in the sound scene. Each spatial direction together with corresponding direct-to-total energy ratio describes how much of the total energy for each time-frequency tile is coming from that specific direction. In general, this parameter can also be thought of as the direction of arrival (DOA).
There can be one or two spatial directions for each time-frequency tile in the input metadata. Each spatial direction is represented using a 16-bit direction index. This is an efficient representation of directions as points of a spherical grid with an accuracy of about 1 degree in any arbitrary direction.
The direction indexing corresponds to the function for transforming the audio direction angular values (azimuth ϕ and elevation θ) into an index, and the inverse function for transforming the index into the audio direction angular values.
Each pair of values containing the elevation and the azimuth is first quantized on a spatial spherical grid of points and the index of the corresponding point is constructed. The structure of the spherical grid is defined first, followed by the quantization function and lastly the index formation followed by the corresponding de-indexing function.
The spherical grid is defined as a succession of horizontal circles of points. The circles are distributed on the sphere, and they correspond to several elevation values. The indexing functions make the connection between the angles (elevation and azimuth) corresponding to each of these points on the grid and a 16-bit index.  
The spherical grid is on a sphere of unitary radius that is defined by the following elements: 
· The elevation values are equidistant between -90 and +90 degrees; the value 0 is represented and corresponds to the circle situated on the equator. The values are symmetrical with respect to the origin. The number of positive elevation values is 
· For each elevation value there are several equally spaced azimuth values. One point on the grid is given by the elevation and the azimuth value. The number n(i) of azimuth values is calculated as follows:
· on the equator of the spherical grid () is it set to

· there is one point at each of the poles ( degrees)

· the function calculating the number of points  on the grid for other elevation indices,  uses the following definition: 
with  and

where  is the uniform quantization step for ,   is a rounding function to the nearest even integer (above  for  , closest for ) The term  gives the cumulative cardinality (i.e., cumulative number of points in the spherical grid) in a spherical zone going from the first non-zero elevation value to the -th elevation value. This cumulative cardinality is derived from the relative area on the spherical surface, assuming a (near) uniform point distribution of the remaining number of points  (let alone the equator and poles).
· The azimuth values start from the front direction and are in trigonometrical order from 0 to . 
· The quantized azimuth values for odd values of  are equally spaced and start at 0.
· The quantized azimuth values for even values of  are equally spaced and start at . 
· There is a same number of quantized azimuth values for same absolute value elevation codewords. 

The quantization in the spherical grid is done as follows:
· The elevation value is quantized in the uniform scalar quantizer to the two closest values 
· The azimuth value is quantized in the azimuth scalar quantizers corresponding to the elevation values 
· The distance on the sphere is calculated between the input elevation azimuth pair and each of the quantized pairs 

· The pair with lower distance is chosen as the quantized direction.
The resulting quantized direction index is obtained by enumerating the points on the spherical grid by starting with the points for null elevation first, then the points corresponding to the smallest positive elevation codeword, the points corresponding to the first negative elevation codeword, followed by the points on the following positive elevation codeword and so on.

Direct-to-total energy ratio(s)
Direct-to-total energy ratios work together with spatial directions as described above. Each direct-to-total energy ratio corresponds to a specific spatial direction and describes how much of the energy comes from that specific spatial direction compared to the total energy.  

Spread coherence
Spread coherence is a parameter that describes the directional energy flow further. It represents situations where coherent directional sound energy is coming from multiple directions at the same time. This is represented with a single spread coherence parameter that describes how the sound should be synthesized.
In synthesis, this parameter should be used such that value 0 means that the sound is synthesized to single direction as directed by the spatial direction, value 0.5 means that the sound is synthesized to the spatial direction and two surrounding directions as coherent, and 1 means that the sound is synthesized to two surrounding directions around the spatial direction.  

Diffuse-to-total energy
Diffuse-to-total energy ratio represents non-directional energy flow in the sound scene. This is a complement to the direct-to-total energy ratios and in an ideal capture with no undesired signal (or synthesized sound scene), the diffuse-to-total ratio value is always 


Surround coherence
Surround coherence is a parameter that describes the non-directional energy flow. It represents how much of the non-directional energy should be presented as coherent reproduction instead of decorrelated reproduction. 

Remainder-to-total energy ratio
Remainder-to-total represents all the energy that does not “belong” to the captured sound scene based on the used model. This includes possible microphone noise and other capture artefacts that have not been removed from the signal in pre-processing. This means that by considering the direct-to-total energy ratio, the diffuse-to-total energy ratio, and the remainder-to-total energy we end up with a complete energy ratio model of

when there is any remainder energy present. Otherwise, the energy ratio equation defined for diffuse-to-total energy ratio can be followed.
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