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1
Decision/action requested

It is proposed to approve the changes in clause 4 for inclusion in TR 33.899.
2
References

[1]
S3-171274 Discussion on security for multiple NAS connections
3
Rationale

The contribution implements the preferred solution discussed in the companion contribution [1].
4
Detailed proposal

SA3 is kindly requested to approve the following changes for inclusion in TR 33.899.

To rapporteur: All the text is new. Solution #1.y is introduced in contribution [2].
***
BEGIN CHANGES
***

5.1.4.x
Solution #1.x: Securing multiple NAS connections

5.1.4.x.1
Introduction  

The solution addresses key issues #1.5 and #1.6 on the protection of the control plane between the UE and the network entities, and key issue #1.7 on the key hierarchy.
5.1.4.x.2
Solution details 

5.1.4.x.2.1
General assumptions 

First the following assumptions are made.

· There is an AMF-specific key denoted by KAMF which is the KASME-equivalent in 5G Systems. This key is established via a successful authentication and is used to derive the NAS protocol protection keys, i.e. KNASint and KNASenc.

· The system guarantees the in-order delivery of the NAS messages on each leg. More precisely, the underlying NAS transport assumptions from the legacy system still apply but per NAS connection. Observe that this does not preclude the parallel executions of NAS procedures on different connections.
· The choice of the cryptographic algorithms applies to all the NAS connections indiscriminately. In other terms, it is assumed that there is no NAS connection-specific security negotiation. It is expected that, the negotiation takes place once during the establishment and activation of the AMF key, e.g. the NAS SMC procedure-equivalent in 5G.
· Besides the KAMF and the NAS protection keys, the 5G NAS security context is comprises other parameters that are similar to those in the legacy systems such as the key set identifier eKIS-equivalent in 5G, the NAS COUNTs, etc.

5.1.4.x.2.2

Security context parameters

All the security parameters mentioned earlier are shared among the different NAS connections except the NAS COUNTs. For each NAS connection a separate pair of NAS COUNTs, one for each direction, is maintained. The NAS COUNTs would then be handled in a similar manner to how it is done in the legacy mechanism. However, since the security keys are shared and to avoid key stream reuse, a mechanism for cryptographic separation is required. For this purpose, a new NAS connection-specific parameter is introduced, called the NAS connection identifier and denoted by NAS CONN ID.
5.1.4.x.2.3

Management and usage of the NAS connection identifier

The NAS CONN ID is a number that is incremented each time a new NAS connection is set up. In the security context, each NAS COUNT pair is associated to a unique NAS CONN ID value. The new parameter is used as the differentiator when interacting with the NAS security function to indicate which NAS connection each message belongs. To keep track of unallocated NAS CONN ID values, an additional parameter is needed. This new parameter, denoted by NEXT NAS CONN ID is also part of the security context. The NEXT NAS CONN ID parameter is initially set to 0 and is incremented whenever a new NAS connection is set up. Each time a new NAS connection is created, it is allocated as identifier the current NEXT NAS CONN ID value. More precisely, a new pair of NAS COUNT is created and is associated to a NAS CONN ID whose value is set to the current NEXT NAS CONN ID value. The NEXT NAS CONN ID value is then incremented.

· Variant A: In this variant, when a new pair of NAS COUNT is created, the value of the counters is set to 0. The NAS CONN ID is an 8-bit value that is used for padding the NAS COUNT 24-bit internal representation when constructing the input to the NAS ciphering or integrity algorithm. In the legacy system the padding is always set to 0 as described in TS 24.301 [56]. Since each, NAS connection is identified by a unique NAS CONN ID, the padding guarantees cryptographic separation for the messages travelling over different NAS connections.

· Variant B: This variant is like Variant A except that the NAS CONN ID is a 5-bit value that is used as the BEARER input to the NAS ciphering or integrity algorithm.

5.1.4.x.3
Evaluation 

The solution is simple and does not require additional intermediary keys. 

The solution can handle arbitrary number of parallel NAS connections up to the maximal value of the NAS CONN ID parameter.

The solution can handle the cases where parallel NAS procedures are being performed over the different NAS connections.

The solution is flexible enough to cater for any pattern of mobility interleaved with NAS connection establishement over different types of accesses.

The solution is agnostic to the type of access over which the NAS connection is established.
***
END OF CHANGES
***
