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Decision/action requested

Requirements to key issue on securing the processing of tampered data
2
References

 [1]
3GPP 
3
Rationale

A key issue has been introduced on processing of tampered data. For data used by AI/ML no security controls are defined in 3GPP, but several attacks against a 5GS involving tampered data have been pointed out by the above mentioned key issue. It is important to provide an option to sanitize data before being processed by a 5GS analytics function. This contribution provides the related requirements.
4
Detailed proposal

SA3 is kindly requested to agree to the below pCR to TR 33.866.

********** START OF CHANGES

5.1.2
Key Issue #1.2: Processing of tampered data 

5.1.2.1
Key issue details 

5GS is using ML to an increasing extend. NWDAF (TS 23.288) in 5GC and MDAS (TR 28.809) on OAM are two centralized frameworks currently responsible for ML-based analytics, e.g. abnormal behavior analytics. Furthermore, AI/ML is decentralized used in several use cases, such as efficiency optimization in RAN. Furthermore, a new data collection framework DCCF (clause 6.9, TR 23.700-91) is proposed for Rel-17.

Network data analytics is including the following steps:

· Request of analytics by consumer

· Collection of data by analytics function

· Processing of collected data by analytics function

· Reply analytics output to consumer by analytics function

While 3GPP provides sound security on network level, the data used by AI/ML is not being subject to security controls. This key issue seeks solutions countering a number of attacks against a 5GS involving tampered data.
5.1.2.2
Security threats

Editor’s note: Threats need to be revisited if in line with NIST 8269 [6] and ETSI SAI [7] terminology. 

Data used by AI/ML is not being subject to security controls. This allows for a number of attacks against a 5GS with severe impact on performance up to denial of service (DoS) conditions:
· Adversarial examples are generated by slightly perturbating input data. The data is perturbated in a space in which AI/ML algorithms are sensitive to change, leading to severe performance degradation and misclassifications in the inference process. This attack is well-known in human-centric use cases, such as image/audio classification.
· During training, tampered training data can lead to model skewing. Skewed models will provide false results in inference.
· Tampered data may also lead information disclosure by the inference of confidential/proprietary AI/ML algorithms.
· In more simple attacks, perturbations may not be slight (as those generated by adversarial example methods). In non-human-centric use cases (as most are in 5GS), the perturbations may just be false data to force misinterpretation.
Unprotected analytic functions are subject to:
· Decreased efficiency, e.g. power consumption, load balancing, QoS optimization
· System failure (DoS scenario)
· Inference of confidential ML algorithms employed by 5GS
· Leakage of privacy-related data derived from AI/ML models
5.1.2.3
Potential security requirements

A 5GS analytics function shall be protected from processing unsanitized or tampered data.
********** END OF CHANGES

