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1. Introduction

This contribution handles the QoS section and the compatibility section for alternative 1 in the TR 23.873 when H.248 is used on the Mp interface. 

Also, this contribution cleans up alternative 1 in the TR with respect to the issues that are now addressed and handled by previous contributions using H.248 on the Mp interface.

2. Discussion

2.1.1 QoS considerations

How to handle QoS aspects in the split architecture is already handled in the different contributions in chapter 6.3 Mobility Management and in chapter 6.4 Session Management. These sections deal with different sequences when the resource situation is of no concern. 

When the PS-MGW starts to get overloaded, it would be advantageous for the PS-MGW to inform its SGSN server(s) so that the SGSN server(s) can setup PDP contexts on other PS-MGWs instead. In this way, the PS-MGW will be able to recover from the overload situation. Work is ongoing in H.248 standardisation to solve these issues of overload and congestion handling. The PS domain of 3GPP should take advantage of this work and adopt the same solutions.

2.1.2 Compatibility issues

The compatibility issue between 2G and 3G is already handled in chapter 6.3 Mobility Management. Therefore there is no need to further elaborate this issue in chapter 6.13 Compatibility. 

As there is no impact on the existing PS protocols when introducing the split architecture, the SGSN server and the PS-MGW can have an interface towards R’97 (and later releases) nodes, i.e. both towards R’97 SGSN and R’97 GGSN. 

2.1.3 Cleanup of Logical architecture chapter

The issues of CAMEL, PDP context handling and UE going between PMM-idle and PMM-connected are all addressed in separate contributions, so the editor note under chapter 6.2 logical architecture can be removed.

2.1.4 Cleanup of Charging chapter

The charging aspects of normal CDR based charging, CAMEL based charging, pre-paid and hot-billing is already addressed in separate contributions on chapter 6.5 Charging and on chapter 6.6 CAMEL considerations. Therefore the concerns currently expressed on these issues in chapter 6.5 Charging can be removed.

Chapter 6.5 Charging also contains a concern about spatial accuracy (to know the exact number of packets transferred in a specific geographical zone such as a LSA). Today there is no requirement on spatial accuracy of charging data. However, such a requirement is easily remedied by letting the SGSN server read from the PS-MGW the data belonging to one area and to reset the counting and the Event when moving between areas. This can be done by means of existing H.248 mechanisms.

2.1.5 Cleanup of open issues

· A stage 2 view on the required H.248 modifications (list of commands and main parameters) is  included in previous contributions.

· Interactions of SCP control (e.g. for pre-paid) of PDP contexts is  included in previous contributions.

· The intra SGSN intersystem change is already handled in a separate contribution, hence the issue of “How to avoid that in case of a combined 2G+3G SGSN, an intra SGSN intersystem change impacts the GGSN (i.e. implies to modify the GTP address of the SGSN as seen by the GGSN) is FFS” can be removed.

· Detection of, and recovery from, abnormal conditions is included in previous contributions.

· Investigate resource management task is handled in this contribution.

3. Proposal

It is proposed that the following text is added to section 6.8 QoS considerations in TR 23.873:

“The QoS aspects in the split architecture when the resource situation is of no concern is already handled in chapter 6.3 Mobility Management and 6.4 Session Management.

The PS-MGW should inform its SGSN server(s) about the load situation in the PS-MGW. Work is ongoing in H.248 standardisation to solve the issues of overload and congestion handling. The PS domain of 3GPP should take advantage of this work and adopt the same solutions.”

It is proposed that the following text is added to section 6.13 Compatibility in TR 23.873:

“The compatibility issue between 2G and 3G is already handled in chapter 6.3 Mobility Management.

As there is no impact on the existing PS protocols when introducing the split architecture, the SGSN server and the PS-MGW can have an interface towards R’97 (and later releases) nodes, both towards SGSN and GGSN.”

It is proposed that the following text is added to section 6.5 Charging in TR 23.873:

“Today there is no requirement on spatial accuracy of charging data. However, such a requirement is easily remedied by letting the SGSN server read from the PS-MGW the data belonging to one area and to reset the counting and the Event when moving between areas. This can be done by means of existing H.248 mechanisms.”

It is proposed that the following text i from section 6.5 Charging in TR 23.871 is replaced with the underlined text included below:

“Interactions of charging issues such as hot billing with the SGSN split architecture need to be studied; this architecture induces quite a high load on the new Mp interface (transfer of charging information, especially in case of hot billing PDP contexts). How are the load issues solved?

NOTE: 
The issue is very different for a MGW used for CS service. In the CS-MGW, the CSCF/MGCF/MSC server can itself carry out charging (it is well aware of the duration of the call / duration of each media component). In the PS-MGW case, only the PS-MGW can be the final source of the per volume exchanged charging data. In case of Pre-paid, CAMEL, hot billing, … the SGSN server needs an accurate(*) view of the amount of data exchanged. Hence the charging information need to be sent very often between PS-MGW and SGSN server, which causes a load of this interface.

(*) The accuracy that is needed may be both a time accuracy (to know the exact number of packets transferred before a tariff time change) or a spatial accuracy (to know the exact number of packets transferred in a specific geographical zone such as a LSA).”
The load due to the transfer of the charging related information from the PS-MGW to the SGSN server is dependent upon the “Avalability” of the PS-MGW platform.  If the PS-MGW is a low availability platform, the charging releated information is required to be sent more oftern, which increases the load on the Mp interface.
It is proposed that the following text is removed from section 6.15 Open Issues in TR 23.873:

· “A stage 2 view on the required H.248 modifications (list of commands and main parameters) is  needed

· Interactions of SCP control (e.g. for pre-paid) of PDP contexts need to be studied

· How to avoid that in case of a combined 2G+3G SGSN, an intra SGSN intersystem change impacts the GGSN (i.e. implies to modify the GTP address of the SGSN as seen by the GGSN) is FFS

· Detection of, and recovery from, abnormal conditions

· Investigate resource management task”

It is proposed that the following text is removed from section 6.2 Logical Architecture in TR 23.873:

“[Editor’s Note: At least the following flow charts are needed:

· PDP context activation / modification

· UE goes into PMM-IDLE (with activated PDP context) state

· UE goes back (from PMM_IDLE) to PMM-CONNECTED state following the reception of a downstream PDU on an activated PDP context.

· Interaction with CAMEL (e.g. interaction with SCP dealing with CAMEL)]”

































































































