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1. Introduction

2. This contribution proposes an approach for how to perform charging in a split SGSN architecture, i.e. when there is an SGSN server and a PS-MGW. Proposals for how to perform CAMEL based charging will be submitted in a separate contribution.

3. Discussion

Details are omitted from the sequences shown in this chapter to focus on the issue of the decomposition. 

The existing PS protocols will remain unchanged if implementing the decomposition as suggested in this contribution. 

3.1.1 The H.248 protocol is proposed used between the SGSN server and the PS-MGW, and this protocol will require some extensions. 

3.1.2 Handling of S-CDR

The data handled in the S-CDR are both based on control plane layer functionality (e.g. control layer signalling parameters) and user plane traffic (e.g. transferred volume). 

The PS-MGW will transfer the parameters contained within the user plane to the SGSN server when required (Event based). The list of traffic data volumes that the PS-MGW must supply is split into containers which each includes the following fields: Data Volume Uplink, Data Volume Downlink, Change Condition, Cause for Closing and Time Stamp. Since a change of the QoS attributes or the occurrence of a tariff switch will cause the storing of a new container in the PS-MGW, the PS-MGW must have the knowledge of the tariff switch times and the QoS changes. Whenever such a container is stored, the counting (of volume counters) is started from zero again. Also, the PS-MGW knows the cause for closing the container (DataVolumeLimit, TimeDurationLimit and MaxNoOfChangesInChargingConditions), and must therefore supply this information. The rest of this functionality is handled in the SGSN server. This includes the handling of the CDR itself and the calculation of the time duration for the CDR. Alternatively, an external node connected to the SGSN server can transfer the CDRs to the Billing System.

[Note that the above mentioned Tariff Switch Time will be a node property in the PS-MGW. This can either be provisioned in the PS-MGW by having it configured through O&M, or it can be defined in an H.248 package on the PS-MGW level. Hence, it is not required to signal this parameter for every PDP context.]

Conditions are defined for when charging data must be recorded and sent for storage or output. The possible conditions are at volume threshold reached, at time threshold reached and at maximum number of changes in charging conditions. (A change in charging condition occurs at a QoS change and at a tariff switch change). An H.248 Event will be defined to handle this in a split architecture. The SGSN server will then send this Event to the PS-MGW during the activation of the PDP contexts. The Event will indicate under which conditions the PS-MGW must send the data to the SGSN server, and it will define the parameters to send to the SGSN server. Also, the package that defines the Event will describe when the charging counters are set to zero and counting is again started. This means that the charging counters are not cumulative. Note that the volume threshold and the time threshold indicating when to report to the SGSN server, will be the sum of volume and time respectively of all containers not yet reported to the SGSN server (in addition to the current interval). After the PS-MGW has informed the SGSN server of a reached threshold, the PS-MGW will again activate the Event.

[Note that this Event should be ‘permanently’ active, and this requires some additional work on the H.248 specification. ‘Permanently’ active means that the SGSN server should not have to re-activate the event after every notification of the Event from the PS-MGW to the SGSN server.]

The following figure shows the required H.248 signalling for the case when a volume threshold is reached, and the PS-MGW is configured to report this to the SGSN server. The volume counters must also be sent to the SGSN server when the PDP context is deactivated. 

Sequences for other conditions for which the SGSN server must be notified are virtually the same, only that e.g. a time threshold initiates the H.248 reporting instead of a user plane packet.
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1) Figure 1: Sequence for transferring user plane data from the PS-MGW to the SGSN server

2) At PDP Context activation, the SGSN server sends an Event to the PS-MGW to indicate when the PS-MGW must report back to the SGSN server. The Event will be set in e.g. the first message going from the SGSN server to the PS-MGW, and will hence not require a separate message. In case of e.g. a subscription change, this can also be signalled in a separate message. This means the Event can be set in the “ADD Request” message (the H.248 Termination handling the Event did not exist) or in the “MODIFY Request” message (the H.248 Termination handling the Event already existed).
The PS-MGW returns the “ADD/MODIFY Response” message.
3) [Note that this Event could alternatively be specified as two separate Events, one giving the time threshold and the other giving the volume threshold.]
4) G-PDUs are transferred in one or both directions.

5) The PS-MGW discovers that the volume threshold is reached, and it therefore provides the required data to the SGSN server. The Event for the next reporting is reset, and counting is started from zero again.

3.1.3 Handling of other types of CDRs in the SGSN server

· The other types of CDRs handled by SGSN are:

· M-CDR

· S-SMO-CDR

· S-SMT-CDR

3.1.4 These contain only data from control signalling messages and data that is stored in the SGSN server. Therefore these CDRs are handled in the SGSN server.

3.1.5 Handling of prepaid on-line

3.1.6 Prepaid on-line charging is always CAMEL based for GPRS. Since the CAMEL based charging will be Event based on the Mp interface, the charging information will be reported in real time to the SGSN server. For this reason, prepaid does not add any complexity to the split of the SGSN, but requires fast processing. See chapter 6.6 “CAMEL considerations” of TR 23.873 for more information on how CAMEL is solved.

3.1.7 Handling of hot-billing

3.1.8 Hot-billing is CDR based charging in GPRS, with the additional requirement of being able to output the CDRs relatively quickly. Since the CDR based charging will be Event based on the Mp interface, the charging data will be reported in real time to the SGSN server. For this reason, hot-billing does not add any complexity to the split of the SGSN.

3.1.9 General charging issues on the Mp interface

4. Charging data will be reported from the PS-MGW to the SGSN server per PDP context, and it is possible to set thresholds for when to do this reporting. In order not to overload the Mp interface, it is important to take some caution when setting the conditions for reporting. However, as the thresholds are set from the SGSN server, the SGSN server has the possibility to tune the amount of signalling due to the reporting.

5. Proposal

6. It is proposed to include sections 2.1.1 to 2.1.5 in chapter 6.5 “Charging” of TR 23.873, i.e. into alternative 1.

7. Conclusion

This paper proposes an approach for how to perform charging in a split SGSN architecture with minimum impacts on the current architecture, thus allowing for a smooth, backward compatible evolution of the PS CN domain towards a more efficient handling of signalling and data traffic.
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