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Abstract of the contribution: This document proposes a new use case for core network overload. There may be cases, where an external event (e.g. power outage) triggers massive registrations / updates to the HSS via different core network subsystems.
Introduction

The existing use cases on core network overload each describe scenarios where there is a problem with a specific part of the network. An external event (e.g. a power outage after which power is restored), on the other hand, may generate high levels of load in a number of different parts of the network architecture simultaneously. Because of the central role that the HSS plays, this may lead to a surge of HSS updates and queries from different parts of the network simultaneously. Only protection at the level of the HSS itself will help against these kinds of scenarios. Therefore, it is suggested to add a use case related to an external event triggering a correlated registration overload in different core network subsystems.
Proposal

It is proposed to make the following changes to TR 23.843 V0.6.0 (2012-10)

***************** Start of changes **********************

4.1
General

The following clauses describe and analyse scenarios which may cause overload of  core network entities due to high signalling load caused by, e.g.
1. Flood of registrations caused by special mobility events

· Mass of mobile users attempting simultaneously to perform registration procedures such as Attach or location updating. Examples are scenarios where a train or bus is crossing LAI/RAI boarders, or a big plane arrives at an airport.

NOTE:  These scenarios and potential solutions may be similar to those that were addressed by the former “Registration in Densely-Populated Area (RED)” work item which are documented in TR 23.880.
2. Frequent RAT-reselection due to scattered 3G/4G coverage
· Frequent loss of broadband coverage may potentially cause extremely frequent intersystem change activities by e.g. smart phones. 

3. Flood of registrations after O&M operations

· Restart of RAN nodes (i.e. RNC and BSC) may cause a massive number of registration attempts,  depending on the behaviour of the base stations controlled by the restarted RAN nodes. This is discussed in more detail in sub-clause 4.2

· Restart or failure of CN nodes which handle  mobility management (MSC server/VLR, SGSN, MME) 

NOTE:  A related study item dealing with CN node failures in EPC is performed by CT4. The work is  documented in TR 23.857.
4. Flood of resource allocation requests for mobile originating services
· Massive number of mobile users attempt simultaneously to initiate signalling procedure in order to allocate resources for mobile originating services, such as establishing bearers.
5. Flood of mobile terminated events
· A massive number of mobile terminated events simultaneously for specific users belonging to specific HLR/HSS (e.g. sending SMS to say Happy New Year in China Spring Festival) may cause excessive signalling load within the PLMN.
· A massive number of mobile terminated events simultaneously causing signalling towards the same SGSN/MME where a large number of receiving users are located (e.g. content pushed to every member of push type services) may cause excessive signalling load within the PLMN.
6. Flood of User Location Information (ULI) reporting when numerous users are subject to ULI subscription from PCRF/OCS  
· A mass of mobile users simultaneously inducing ULI update notifications may cause high signalling load within the PLMN. Examples are scenarios when the mobility of a large number of users is causing an high amount of signalling  (e.g. train stations , business districts, or football stadium).
7. Flood of  registrations from different core network subsystems, correlated through external event

· An external event (e.g. a power outage after which power is restored) triggers a flood of registrations of different types: e.g. M2M devices that register when they are powered on again, WLAN enabled UEs that register when WLAN APs are available again, H(e)NBs that register when they are powered on again. The different types of registrations may be handled by different entities in the core network, but for a converged operator all these registrations result in an update to the same HSS. 
***************** Next  change **********************

4.X
Scenario 7: Correlated registration overload in different core network subsystems due to external event
The HLR/HSS plays a central role in the network architecture. There are all kinds of network procedures that in the end result in an update or query in the HSS. 
Updates and queries are sent from different parts of the architecture. In normal operation, each of the different parts of the architecture will be running within its limits of capacity. When there is a specific problem in one part of the network (e.g. a failure in parts of a Radio Access Node as described in use case 1) there may be a flood of registrations in that specific part of the architecture. Mechanisms to handle that overload situation may be targeted at that specific part of the architecture. However, there may be an external event (e.g. power being restored after a power outage) that triggers a flood of registrations via several parts of the network simultaneously. Even if the different parts of the network architecture can handle this flood of registrations, the resulting flood of registrations in the HLR/HSS can still be too great. 
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