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Abstract of the contribution: This contribution provide additions to the diameter overload study related to policy control interfaces defined in TS 23.203.
Discussion
In the current version of the TR, focus has been mainly on interfaces towards HSS regarding Diameter use cases. For a complete evaluation of the analysis, Policy Control aspects have been analysed and added where applicable in the TR.

Main emphasis has been on two specific aspects of PCC, namely:

· how the possible scenarios that describe what events may trigger excessive signalling in the Core Network, may also impact signalling load regarding Policy interfaces described in 23.203.

· how and when the possible enhancements to Diameter base protocol such as overload control may be used on these interfaces.

In addition and consistent with other Diameter interfaces, it is proposed to also cover the basic scenarios where deployment of mechanism using existing Diameter protocol can be used.

Proposal

It is proposed to clarify in CNO TR 23.843:

First Change
4.3
Scenario 2: CN overload due to flood of registrations and mobility management events
An HLR/HSS or core network node may be overloaded due to registration and mobility management events such as a massive number of Attach and default bearer requests in a short period of time. This may be triggered, for example, when a large number of M2M devices try to re-Attach as a result of failure of a core network node.
Attach (including CS LAU with IMSI attach) procedure and TAU/RAU/LAU procedures are typical registration messages from 3GPP network perspective. During Attach procedure (including CS LAU with IMSI attach) over GERAN/UTRAN access, the SGSN, MSC/VLR and HLR/HSS may be overloaded due to a massive amount of registration related signalling. Sustained high levels of registration signalling can prevent the network from recovering gracefully.
Similarly, during Attach procedure over E-UTRAN access, the MME and HLR/HSS may be overloaded due to a massive amount of registration related signalling. Sustained high volume of Attach requests can prevent the network from recovering gracefully. In addition, the S-GW/P-GW and PCRF may also become overloaded due to a flood of default bearer establishment signalling, requests for policy control over Gx to PCRF and request for policy counter status over Sy to OCS.
During registration procedure over non-3GPP access, the S-GW/P-GW and HLR/HSS (i.e. 3GPP node) may be overloaded due to massive amount of registered related signalling. The PCRF may also receive a massive amount of request for policy control over Gx. Other non-3GPP related nodes (e.g. ePDG) are not discussed in this TR.
4.4
Scenario 3: CN overload due to flood of resource allocation for mobile originating services

When massive numbers of mobile users attempt simultaneously to initiate mobile originating services (e.g. to establish an application session), UEs signal to allocate resources in core and serving networks, (e.g. Service Request procedure, UE requested PDN connectivity procedure). This massive number of requests may be triggered, for example during a catastrophic event.

During the process of setting up an application session, the UE may start signalling for establishing a dedicated bearer. This results in signalling to establish a bearer between SGSN/GGSN or MME/S-GW/P-GW/PCRF. An AF may also start signalling to request resource reservation over Rx. This results in signalling over Rx, Gx and Sy reference points as well. When a massive number of such signalling requests need to be handled in a short period of time, it may overload the network nodes. 

4. 5
Scenario 4: CN overload due to flood of mobile terminated events

When a massive number of users attempts to initiate mobile terminating services simultaneously for specific users belonging to specific HLR/HSS, it causes an excessive signalling load within the network, e.g. to query for the routing information for next hop from the specific HLR/HSS. Similarly some automatic information services or advertisements by SMS or IP based calling servers/services could cause excessive load. In such cases, the HLR/HSS gets possibly overloaded due to massive number of queries.

For a typical mobile terminated service (e.g. SMS), a high level sequence is as follows:

1) Service request arrives at PLMN’s gateway server [SMSC, G-MSC, IMS IP-SM-GW]. Server starts to process the request;

2) Gateway server queries HSS/HLR for profile/ routing information.
3) Gateway server performs any required processing and forwards the service to the serving network entity.
Step 2 in the sequence above can contribute to high load at the HLR/HSS when a massive number of requests for profile/ routing information have to be processed in a short period of time. 

Push like services and applications generate mobile terminated data triggering signaling requests in the core network, that may be also triggered via Rx reference point. Routing the IP packet data that is destined to mobile terminals may trigger SGSN or MME to initiate Paging followed by Service Request procedures. When a massive number of such mobile terminated signaling requests need to be handled by the same SGSN/MME in a short period of time, it may overload network nodes that handle these requests. 
Next Change
6.2.5.1
Evaluation Criteria

3GPP needs to take a proactive approach to addressing any possible shortcoming related to Diameter using existing mechanism in parallel while pursuing a longer term goal of updating Diameter base protocol.

3GPP should investigate further and document certain aspects of Diameter usage based on so far deployment experiences, network outage information, congestion and overload conditions that has been attributed to interfaces supporting Diameter.  Some of these aspects to be further investigated are as follows:

1. Further clarify the use of Diameter Agent (DA) for interfaces that support Diameter but currently 3GPP specs are not explicitly clear on DA usage (e.g. exception is the PCC specification of DRA).

2. Further clarify “Diameter too Busy” and other similar error usage on a per 3GPP Diameter Application level for 3GPP Diameter nodes. 
For example, how should an MME/SGSN react when it receives this error from HSS routed via similar functional node like a Diameter Agent (DA) with functionalities that can support overload and congestion without Diameter protocol update and vice versa. 
How the PCEF should react when it receives this error from PCRF  via a Diameter Agent that does not support any Diameter protocol update and vice versa.
3. When node internal implementation detects conditions that could imply possible congestion or overload situation approaching, Diameter application specific action should be taken to prevent/reduce other procedures so that as a consequence it in turn reduces overall Diameter signalling on that specific application. The node may detect conditions that imply overload either explicitly or implicitly (e.g. the client and the server have a TCP connection up but the server is not able to reply at all). 
An example may be delaying UE Attach procedures by using various backoff timers to reduce S6a signalling between MME and HSS. 
Another example may be using local policies in the PCEF or in the AF for that particular IP-CAN session or AF session.  To apply local policies to reduce the signalling sent to the PCRF or to prioritize those messages on application level that may help to reduce additional signalling and re-attempts over the Gx/Rx interfaces (e.g. IP-CAN session termination or AF session termination procedures are sent to a node that reported “Diameter too busy” or “Diameter out of space” ).
These types of scenarios require analysis of node behaviour related to specific 3GPP Diameter Application.

4. Identify other 3GPP procedures that are dependent on producing Diameter signalling and determine if there are tools available (e.g. other existing mechanism in 3GPP) to ensure certain actions can be taken by the system to help reduce load on the system based on e.g. preconfigured Diameter signalling load value or based on the knowledge in the client about the maximum number of requests that can be sent to a server that reported “Diameter too busy” or “Diameter out of space”. 
This requires analysis of node behaviour related to specific 3GPP Diameter Application.

5. Clarify in which scenarios, existing mechanisms provided by Diameter Base Protocol RFC can be used and are still a valid way to prevent signalling overload, e.g. a simple Diameter relationship with a client and server sharing a one to one peer to peer relationship, then when server becomes overloaded, the client just needs to reduce the amount of Diameter traffic it sends to the server. 
   The solution(s) for evaluation may include proposals, for example, scenarios documented in section 6

Next Change
7.2
Enhancement of Diameter Interface for Overload Prevention and Control Support

Diameter interface is defined for signalling between many core network nodes and services. An analysis table for these interfaces and service impact is shown in Annex A. Overload on these interfaces can lead to server congestion or even collapse. The impact to services can be: 

· Denial of services, persistent access restriction, 

· loss of IMS and broadband services, 

· Loss of location information for emergency services and lawful intercept,

· Loss of ability to use policy control to provide service personalization, 

· Loss of ability to use policy control to optimize network resources, 

· Billing errors and loss of revenue.

Besides good network engineering, one of the measures for better traffic management on diameter interfaces is the deployment of Diameter Agent in network. This functional node plays important roles for load balancing and overload prevention/control over these interfaces using Diameter. Hence, the overall overload protection mechanism must take this aspect (i.e., Agent between client/server) into consideration. 
In addition the Diameter interface shall be enhanced to support overload prevention and control, especially for core network entities. Currently it has very limited support in this aspect: 

1) Cause code 3004 “DIAMETER_TOO_BUSY” for server to client in responses,

2) The transport layer may be unaware of the application layer and therefore cannot provide sufficient congestion control for congestion at the application layer. 

3) Congestion collapse due to an overloaded Diameter server may occur because there is no way for a server to communicate its current overload level and coordinate actions with the client.   

4) A Diameter server in overload will expend resources inspecting and rejecting messages. To preserve good throughput, a process is needed to offload this task to the Diameter client(s). 

5) If diameter routing agents are deployed, the servers’ load levels for efficiently load balancing/re-routing have to consider topology hiding and can at best be based on statistical estimation. 
Overload signalling in Diameter is of coarse granularity and is deployed in a hop-by-hop manner. These mechanisms are not sufficient for Diameter applications to become aware of overload; this is more relevant in large scale deployments with multiple clients, servers and agents in the middle of the communication. Without standardized mechanisms at some layer (Diameter application, base protocol, transport, network, etc.) the Diameter-based protocol interfaces used by functional entities in the 3GPP architecture cannot obtain detailed or useful information to avoid overload or respond to congestion.
Next Change
8.1.2 
Diameter Interface 

It has been identified as a problem that overload signalling in Diameter is of coarse granularity and is deployed in a hop-by-hop manner; this is more relevant in large scale deployments with multiple clients, servers and agents in the middle of the communication. Diameter applications need to respond to overload. Without standardized mechanisms at some layer (Diameter application, base protocol, transport, network, etc.) the Diameter-based protocol interfaces used by functional entities in the 3GPP architecture cannot obtain detailed or useful information to avoid overload or respond to congestion in such large deployments. It is therefore proposed to find a standardized means to convey necessary congestion information between functional entities that use a Diameter-based protocol interface.
End of Changes
3GPP

SA WG2 TD


