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Joint Session on MTU

TD S2‑105893 Agenda for the MTU Joint session. This was introduced by WG Chairmen. The joint session will focus on resolving the issues raised on MTU handling in the 3GPP system. The discussion was triggered by the following LSs: S2-104470 (CT WG4), S2-105333 (CT WG1). The following TDs are planned to be handled:S2-105781, S2-105512, S2-105782 (CR). The joint session will start at 8am and will end at 9am the latest.

Discussion:

The agenda was noted.

TD S2‑104470 LS from CT WG4: LS on MTU in 3GPP system. To avoid unnecessary IP fragmentation of outer IP packets in the backbone (due to protocol overhead e.g. IP, GTP, UDP, ESP optionally, UDP encapsulation if V4 is used in private networks), which is CPU intensive, bandwidth inefficient and less resilient to packet losses, CT WG4 agreed to set the default MTU size for inner IP packets in 3GPP system to 1280 octets for both IPv4 and IPv6 (while also agreeing that it seems that it could be possible to increase the MTU size from 1280 to a value up to 1394 octets - see Annex of the attachment). Since this numerical recommendation should apply to UE and PGW/GGSN, CT WG4 consider that it should be specified preferably within a unique system-wide specification (e.g. 3GPP TS 23.060) to which other specifications could refer, or alternatively within CT WG1 and CT WG4/CT WG3 specifications. CT WG4 ask CT WG1 and SA WG2 to comment if any other value should be chosen and to consider inserting in their specifications the recommendation to set the default inner MTU size in 3GPP system to 1280 octets (or any other value that should be chosen) for both IPv4 and IPv6 in order to minimize potential of fragmentation. Recommending this default inner MTU size does not prevent the use of a greater MTU value when path MTU discovery is supported. Action: CT WG4 ask CT WG1 and SA WG2 to comment if any other value should be chosen and to consider inserting in their specifications the recommendation to set the default inner MTU size in 3GPP system to 1280 octets (or any other value that should be chosen) for both IPv4 and IPv6 in order to minimize potential of fragmentation.

Discussion:

This LS was from SA WG2 meeting #81 and was noted.

TD S2‑105333 LS from CT WG1: Reply LS on MTU in 3GPP system. (CT WG1)
Abstract: CT WG1 thanks CT WG4 for the LS on MTU in 3GPP system. A number of issues and questions were raised, listed below: - Are there any backward compatibility issues with earlier releases, where UEs can use bigger MTU sizes? As indicated in the discussion paper attached to the LS, 3GPP TS 23.060 specifies a maximum value of 1502 bytes. Based on this text, a Release 4 UE could send packets up to 1502 bytes. Section 9.3 of 23.060 says: 'The PDP PDUs shall be routed and transferred between the MS and the GGSN as N PDUs. In case of PDP type PPP, the maximum size of each N PDU shall be 1 502 octets. In other cases, the maximum size of each N PDU shall be 1 500 octets. When the MS or the GGSN receives a PDP PDU that results in an N PDU that is not larger than the maximum N PDU size, the PDP PDU shall be routed and transferred as one N PDU. When the MS or the GGSN receives a PDP PDU that results in an N PDU that is larger than the maximum N PDU size, the PDP PDU shall be segmented, discarded or rejected, depending on the PDP type and the implementation. The packet data protocol in the MS may limit the maximum size of the PDP PDUs that are routed and transferred, e.g., due to MS memory limitations.' This is particularly possible in case of laptops connect to IP network using a mobile equipment, where the length of IP packets is decided by the IP stack implementation in the laptop. There are some IP stack implementations in laptops which use 1500 bytes MTU. - Vendors might use general SIP stack implementations, which use the value recommended in IETF RFC 3261. If 3GPP specifies lower values, it may result in fragmentation of UDP packets carrying SIP signalling. Section 18.1.1 of RFC 3261 says: 'The 200 byte 'buffer' between the message size and the MTU accommodates the fact that the response in SIP can be larger than the request. This happens due to the addition of Record-Route header field values to the responses to INVITE, for example. With the extra buffer, the response can be about 170 bytes larger than the request, and still not be fragmented on IPv4 (about 30 bytes is consumed by IP/UDP, assuming no IPSec). 1300 is chosen when path MTU is not known, based on the assumption of a 1500 byte Ethernet MTU.' - Has SA WG4 been informed about this? User plane specifications might define or assume certain maximum transmission units. - Is there a risk that the size of the maximum Service Data Unit (SDU), as specified in clause 10.5.6.5 of 3GPP TS 24.008, will have negative impact on performance (due to subsequent fragmentation of fragments), if not aligned with the size of the MTU? - Given that the specified maximum MTU size is smaller than the maximum size normally used by SIP implementations, will the caused fragmentation have impact on network performance, and/or will it cause packet loss?

Discussion:

This LS was not opened at the joint session and was noted.
TD S2‑105781 Discussion on MTU size. This was introduced by Nokia Siemens Networks on behalf of Nokia Siemens Networks and Nokia. (Revision of TD S2‑105720).
Abstract: This paper analyses the MTU size problem and proposes to use dynamic link MTU discovery as a primary tool to set the link MTU in UEs.

Discussion:

Ericsson commented that the MTU size limit is not only set to prevent fragmentation in the network as there are also minimum MTU size proposals. Nokia Siemens Networks replied that this is the Nokia Siemens Networks interpretation of the SA WG4 specifications and other interpretations also need to be reviewed. It was also commented that IPv6 Router Advertisement may not be available. Nokia Siemens Networks acknowledged that DHCPv4 may be in use in the network. Samsung commented that split UE implementations (e.g. dongles) may have different MTU configuration in the upper layers and this may add further complexity. This was then noted.

TD S2‑105512 Summary of MTU usage and assumptions in 3GPP specifications. This was introduced by Ericsson on behalf of Ericsson and ST-Ericsson.
Abstract: For joint (RAN WG2/3,CT WG1/3/4) session on MTU. This contribution provides the background analysis of the usage of MTU size in 3GPP system and impacts if it is changed compared to pre-Rel‑8 system. Way Forward: Ericsson/ST-Ericsson proposes to have the same value to be used in EPS as for GERAN/UMTS in case of GPRS based architecture, i.e. - Max MTU is 1500 octet. Depending on implementation, configuration and network support, nodes may discard, fragment or forward packets larger than 1500 octet. Packet size should be between 1280 and 1394 octet in order to ensure the most efficient use of tunnels and reduce fragmentation.

Discussion:

It was clarified that this leads to a protocol configuration solution, not included in this contribution. This was used as part of discussions and was noted.

TD S2‑105782 23.060 CR1310R1: Clarification on MTU size. This was introduced by Nokia Siemens Networks on behalf of Nokia Siemens Networks and Nokia. (Revision of TD S2‑105721).
Abstract: Summary of change: The meaning of N-PDU is clarified. It is recommended to use dynamic link MTU discovery. If the UE does not receive any dynamic information about the MTU then it should use a default value of 1344 octets, which is small enough to avoid IP layer fragmentation in most of the cases.

Discussion:

This was not handled in the joint session.

General discussion:

It was clarified that tunnels set up by the UE should allow a large MTU size, but the problem is for setting up default tunnels. Vodafone commented that a special mechanism may be needed for roaming as the home network will not have information on the links in the VPLMN. NTT DOCOMO asked what the advantage of avoiding fragmentation is. Nokia Siemens Networks explained that this helps reduce overheads due to fragmentation and increases efficiency.

3 options for dynamic MTU discovery mechanism was agreed to be included in the specifications:

-
PCO solution for IPv4

-
IPv6 Router Advertisement.

-
DHCPv4

Should default value for MTU size be specified?

It was concluded to try to encourage the existing dynamic mechanisms available (IPv4 and IPv6 mechanisms). The specification of default values should be studied in the WGs. Off-line discussion between delegates was encouraged. CRs to 23.060 and 23.401 should be developed by SA WG2.

