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Abstract of the contribution:Try to fix LIPA open issues based on solution 1.
1. Introduction

This contribution is focusing on resolving the remaining open issues for solution 1:
The following issues impact to the architecture for LIPA
· Architecture options: L-S11 and L-S5. The architecture alternatives relate to the issue of which node trigger service request by the network.
· Paging mechanism: which node buffer DL data, L-GW vs. SGW in the macro.
The other open issues
· System optimization: Support S1-ehancement
· Managing LIPA deactivation, If UE moving out of the LIPA area

2. Discussion: 
2.1 Session management

No matter whether L-GW is co-located with Henb, there are 2 architecture options provided.

Alt 1:
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Figure : Option 1 - L-S11 interface between the MME and the SGW in the HeNB Subsystem
For the first option, the control plane is established as seen the figure 2-1 connecting S1-MME between the (H)(e)NB and the MME and L-S-11 between the MME and the SGW on the (H)(e)NB. The control plane for the first option leads two S-11 interfaces per UE (one is toward the S-GW in Core network and the other is toward L-GW in (H)(e)NB subsystem or transport backhaul network). This is not in line with the current 23.401[6] architecture principle - for each UE associated with the EPS, at a given point of time, there is a single Serving GW.
Alt 2:
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Figure : Option 2 - L-S5 interface between the SGW in the core and the L-GW in the HeNB Subsystem
Unlike the first option, the second option establishes the control plane connecting S1-MME between the (H)(e)B and the MME, S-11 between the MME and the S-GW, and L-S5 between the S-GW and the L-GWas seen the figure 2-2. The control plane for the second option leads to one S-GW per a UE, which is in line with the current 23.401[6] architecture principle. Also, utilizing the macro S-GW function enables maximizing the reuse of the existing EPS design and procedures.
Proposal: option 2 is optimized, as it has less impact to the current EPC

2.2 Paging mechanism

The decision for the architecture selection has the relation with the paging mechanism, there are 2 tech issues for the paging shall be considered:

1) Which node buffers the DL data, L-GW or S-GW in the macro system

2) Which node trigger service request by the network

1) Which node buffers the DL data?

If we pose the function to buffer IDLE mode downlink packets in the macro S-GW, the IDLE mode downlink packets will be delivered from the L-PGW to the macro S-GW first, then from the macro S-GW to (H)(e)NB, and finally from (H)(e)NB to the UE. ( L-PGW ( macro S-GW ( HeNB ( UE) as seen in Figure 2.4. This data path causes two issues.

1) Resource consumption at the macro S-GW : the macro S-GW should assign the resource to buffer the IDLE mode downlink packets for LIPA/SIPTO

2) Backhaul bandwidth consumption: Unlike ACTIVE mode downlink packets delivered over direct data path connecting L-GW and (H)(e)NB, the IDLE mode downlink packets are delivered using the path L-PGW ( macro S-GW ( HeNB ( UE. This inefficient data path uses backhaul for sending data from L-PGW to the macro S-GW and also for sending data from the macro S-GW to HeNB and doubles the backhaul bandwidth consumption to the amount of the buffered data x 2.

[image: image3]
Figure 3: IDLE mode data packets traversing with macro S-GW buffering

We can solve the above two issues by letting L-GW keep the IDLE mode downlink packets until the direct tunnel is re-established again. If we pose the function to buffer the IDLE mode downlink packets at L-GW, the backhaul bandwidth consumption can become half of the consumption from the solution to use the macro SGW for buffering. 

2) Which node trigger service request by the network
Two alternatives are possible: using the data plane or using the control plane. The solution to use the control plane is to define new GTP-G command sent by L-PGW to S-GW in order to notify new downlink data notification. For this, the macro S-GW processes the new command. Unlike the alternative to use the control plane, the other alternative is to utilize the current procedures. Namely, the L-GW sends a data packet marked as the dummy to the macro S-GW as seen in figure 2-5. Then, the macro S-GW sends downlink data notification as usual. After the UE triggers the service request and the direct tunnel is re-established, the macro S-GW drops the dumpy packet. 
The main difference compared with the DL data buffering at the macro S-GW is that the buffered packets doesn’t need to consume the backhaul resource from L-GW to S-GW, and from S-GW to the HeNB.
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Figure 2-5: Complement 1 – downlink data notification using data plane
Proposal: 
· IDLE mode downlink packet buffering should be in the L-GW, 

· initiation of network triggered service request procedure should be S-GW in the core network.

2.3 Session management for L-GW collocated with (H)(e)NB
The L-GW to support SIPTO/LIPA traffic for H(e)NB subsystem may be collocated with (H)(e)NB. For the case, the following third option can enhance the week point of the second option, i.e. relative longer control plane than the first option.

[image: image6.emf]RAN

CN

P-GW

Active UE

E-UTRA

-

Uu

LIPA/SIPTO Non-LIPA/SIPTO

HeNB

L-GW

S-GW

MME

S

1

1

Enhanced S1-MME



 EMBED Visio.Drawing.11  [image: image7.emf]RAN

CN

P-GW

idle UE

E-UTRA

-

Uu

LIPA/SIPTO Non-LIPA/SIPTO

HeNB

L-GW

S-GW

MME

S

1

1

L-

S

5


Figure : Option 3 – enhanced S1-MME interface for active UE and S5-U interface for idle UE 
The third option utilizes that the data plane using the local direct tunnel does not include the S-GW in the core network. Because the S-GW in the core network is not involved in the data plane for LIPA/SIPTO services, it does not need to be involved in control plane for LIPA/SIPTO services for the active UE neither. Instead of taking the circuitous the control plane of the second option, the session management messages for the active UE can be delivered over enhanced S1-MME interface. The enhanced S1-MME interface is used only for the idle UE and is not used for the active UE. 
Proposal: when L-GW is co-located with HeNB, it is proposed to enhance S1-MME for optimizing the CP signaling.
2.4 Managing LIPA PDN connection
When UE moving out of LIPA area, how to manage the LIPA PDN connection.

For active mode UE, the current assumption is that as long as the UE moving out of LIPA area, the LIPA connection will not maintain. As there is no mobility requirement for this in SA1.

For active mode UE, when the UE is connecting with Henb, and moving out of LIPA area. The handover procedure will be triggered. When the MME receives the Handover required message from the source Henb, the MME can get the target Enb ID and target TAI. So, the MME knows the UE moving out of LIPA footprint. Then the MME can reply the source henb with HO failure message and trigger deactivation of PDN connection.

Proposal: The same mechanism can be used to deactivate LIPA connection after UE has moved out of the HeNB.
********************************1 st change****************************************************

5.2.2.2
Architectural functions

NOTE:
Although this section is EPC-oriented, the architectural functions respectively handled by P-GW and S-GW can be extended respectively to GGSN and SGSN in the case of GPRS core.
5.2.2.2.1
LIPA
P-GW functions for the support of LIPA services
They are a subset of the functions of the EPC PGW:

-
per UE policy based packet filtering and rate policing/shaping;

-
UE IP Address assignment;

-
Direct Tunneling between L-GW and RAN in connected mode.
These functions are included in a Local GW (L-GW) that is logically part of the Access Network (E-UTRAN or UTRAN). The L-GW for LIPA shall be located in the H(e)NB subsystem.

SGW functions for the support of LIPA services

IDLE mode downlink packet buffering should be in the L-GW and initiation of network triggered service request procedure should be in the SGW of the core network.
MME impacts for the support of LIPA services:

It is FFS whether the MME may need adaptations to the EMM and ESM procedures regarding the following functions:

-
Trigger the session management for LIPA services and authorization for using LIPA services;
-
Paging;
-
GW selection procedure for LIPA traffic.
5.2.2.2.2
SIPTO for H(e)NB

P-GW functions for the support of H(e)NB SIPTO services
They are the same as LIPA case, plus:

-
FFS: per user charging and inter-operator accounting.

These functions are included in a Local GW (L-GW). It is FFS whether the L-GW for H(e)NB SIPTO may be located in the H(e)NB or whether, mainly due to LI, charging and/or security reasons, it shall be located above H(e)NB.

Mobility-related functions are FFS.

SGW functions for the support of H(e)NB SIPTO services
Same as LIPA case.
MME impacts for the support of H(e)NB SIPTO services:

Same as LIPA case.

HeNB to Core Network control interface for H(e)NB SIPTO services:

Same as LIPA case.
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