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Abstract of the contribution: This contribution recommends text for the ‘Handling of Connectionless messages’ clause of TR 23.823.
*** Change#01 to TR 23.823***
5.6.3.1.2
Overload Control

5.6.3.1.2.1
UTRAN Initiated Overload Control
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Figure 5.6.3.1.2.1.1
Overload at the UTRAN

If the UTRAN is overloaded, it will send an OVERLOAD message towards the MSC Servers which the RNC node connects with. On receipt of the RNC initiated OVERLOAD message, the SNSF node should broadcast this message to all the MSC Servers.
5.6.3.1.2.2
CN Initiated Overload Control

5.6.3.1.2.2.1
Overload at parts of the MSC Servers
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Figure 5.6.3.1.2.2.1.1
Overload at parts of the MSC Servers
The MSC Server should indicate to the RNC that it is in a congested state by sending an OVERLOAD message. On reception of the message, the UTRAN should cause reduction of signalling traffic towards the MSC Server. When the SNSF is deployed above the UTRAN, if only part of the MSC Servers are in a congested state, the OVERLOAD message should not be sent to the RNC nodes, otherwise, the RNC will reduce signalling traffic towards all the MSC Servers. The SNSF node should adjusts load balance arithmetic to reduce congested MSC Server traffic and add other normal MSC Server traffic.

5.6.3.1.2.2.2
Overload at all the MSC Servers
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Figure 5.6.3.1.2.2.2.1
Overload at all of the CN 

On receipt of all OVERLOAD messages from all the MSC Servers within a period TIMER (the TIMER is configurable with operator’s decision), the SNSF node relays one of the received OVERLOAD messages to the destination RNC node. On reception of the message, the UTRAN will reduce signalling traffic towards the CN.

NOTE:
If an RNC node connects with multiple SNSF nodes, the MSC Servers shall be configured to one of the SNSF nodes that the MSC Servers shall send the OVERLOAD messages to. The MSC Servers should only send the OVERLOAD message to the preconfigured SNSF node when the OVERLOAD procedure is initiated towards the RNC.

*** Change#02 to TR 23.823***
5.6.3.1.3.2
CN Initiated Reset Resource
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Figure 5.6.3.1.3.2.1
MSC Server initiated Reset Resource Procedure

The MSC Server initiates the procedure by sending a RESET RESOURCE message to the RNC. On receipt of the MSC RESET RESOURCE message, the SNSF node transfers this message to the destination RNC.
On reception of this message the RNC shall release the local resources and references (i.e. radio resources and Iu signalling connection identifiers) associated to the specific MSC Server and Iu signalling connection identifiers indicated in the received message. The RNC shall always return the RESET RESOURCE ACKNOWLEDGE message to the MSC Server when all Iu-related resources and references have been released. On receipt of the RNC RESET RESOURCE ACKNOWLEDGE message, the SNSF node broadcasts this message to all the MSC Servers. The MSC Servers shall ignore the RESET RESOURCE ACKNOWLEDGE message if no corresponding pending RESET RESOURCE procedures are matched locally.

*** Change#03 to TR 23.823***
5.6.3.1.4
ERROR INDICATION

5.6.3.1.4.1
UTRAN Initiated Error Indication
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Figure 5.6.3.1.4.1.1
Error Indication procedure, RNC originated

The Error Indication procedure is initiated by an RNC node to report detected errors in one incoming message, provided they cannot be reported by an appropriate failure message. On receipt of the RNC ERROR INDICATION message, the SNSF broadcasts this message to all the MSC Servers in the Pool Area.

5.6.3.1.4.2
CN Initiated Error Indication
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Figure 5.6.3.1.4.2.1
CN initiated Error Indication procedure

On receipt of the MSC Server initiated ERROR INDICATION message, the SNSF transfers this message to the destination RNC as per the destination Signaling Point Code received from the MSC Server.

*** Change#04 to TR 23.823***
5.6.3.1.5
INFORMATION TRANSFER
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Figure 5.6.3.1.5.1
Information Transfer Procedure
On receipt of the MSC INFORMATION TRANSFER INDICATION message, the SNSF transfers this message to the destination RNC. On receipt of INFORMATION TRANSFER CONFIRMATION or INFORMATION TRANSFER FAILURE message from the RNC, the SNSF broadcasts this message to all the MSC Servers in the Pool Area. The MSC Server shall ignore this message if no corresponding pending Information Transfer procedures are matched locally by checking if the Information Transfer ID is allocated locally.
*** Change#05 to TR 23.823***
5.6.3.1.6
Direct Information Transfer

5.6.3.1.6.1
UTRAN Initiated Direct Information Transfer
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Figure 5.6.3.1.6.1.1
Direct Information Transfer initiated from the RNC

The purpose of the Direct Information Transfer procedure is to transfer some information from the RNC to the CN. The procedure is initiated with a DIRECT INFORMATION TRANSFER message sent from the RNC to the CN. On receipt of the RNC DIRECT INFORMATION TRANSFER message, the SNSF broadcasts this message to all the MSC Servers in the Pool Area.

5.6.3.1.6.2
CN Initiated Direct Information Transfer
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Figure 5.6.3.1.6.2.1
Direct Information Transfer initiated from the CN

The purpose of the Direct Information Transfer procedure is to transfer some information from the CN to the RNC. The procedure is initiated with a DIRECT INFORMATION TRANSFER message sent from the CN to the RNC. On receipt of the MSC DIRECT INFORMATION TRANSFER message, the SNSF transfers this message to the destination RNC.

*** Change#06 to TR 23.823***
5.6.3.1.7
Uplink Information Exchange
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Figure 5.6.3.1.7.2
Uplink Information Exchange procedure

On receipt of the RNC UPLINK INFORMATION EXCHANGE REQUEST message, the SNSF broadcasts the message to all the MSC Servers in the Pool Area. On receipt of an MSC UPLINK INFORMATION EXCHANGE FAILURE/RESPONSE message from all the MSC Servers in the Pool Area within a period TIMER (where TIMER is an operator matter), the SNSF transfers the latest UPLINK INFORMATION EXCHANGE FAILURE/RESPONSE message to the destination RNC.

*** Change#07 to TR 23.823***
5.6.3.1.8.3
Paging with IMSI when RNC connects with multiple SNSF nodes
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Figure 5.6.3.1.8.3.1
Procedure for Paging with IMSI (RNC connects to multiple SNSF nodes)
On receipt of the PAGING message, the SNSF transfers this message to the destination RNC. In case the PAGING message contains IMSI, the SNSF temporarily stores the mapping between the Global-CN-ID of the node that issued the paging message and the IMSI.
If the MSS connects with multiple SNSF nodes, the PAGING IMSI NOTIFY message should be sent to the other SNSF nodes in the Pool Area, and all these SNSF nodes should temporarily store the mapping between the Global-CN-ID of the node that issued the paging message and the IMSI. 

Note:
The Paging response message may be reported via an SNSF node other than the one that received the original PAGING request message. To ensure that all SNSF nodes are able to route the PAGING response message correctly, it is proposed to notify the other SNSF nodes by means of the PAGING IMSI NOTIFY message.
*** End of the changes to TR 23.823***
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