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The following is a proposal for some changes and additions to section 5.4 of the existing TR The proposed changes:

1. UE authentication is out of MBMS scope while UE authorization for multicast services is handled in section 5.4.4. Therefore section 5.4.1 title is changed to “Content Provider Authentication and Authorization” and subsection 5.4.1.1 is removed.

2. Addition of functions allowing for authenticity verification of content provider data.

3. Move the more technically verbose sections 5.4.5-7 to a new TR section, “Section 7 Functions and procedures”. These sections cover specific functions and procedures and are not related to high-level functionality.

5.4
High Level Functions

Multimedia Broadcast/Multicast Service is associated with several logical functions that should be provided by the network.

5.4.1 Content Provider Authentication and Authorization


· MBMS should be able to identify and authenticate the content provider prior to receiving control or data from it.

· A content provider may request to provide a multicast or broadcast service using MBMS possibly stating desired QoS, geographical areas and other service-related parameters. MBMS shall be able to authorize this service provision with the requested parameters prior to service initiation.

· MBMS should be able to verify the authenticity of the data received from a specific content provider.

5.4.2 Efficient Routing and Resource Usage

· The MBMS shall be able to efficiently route multicast and broadcast over the radio interface and within the radio network. Efficient routing within the core-network is desired as well.

· The MBMS may support dynamic multicast resource allocation where-by data transmission to a multicast group is carried out in certain cell only if multicast group members are to be found in that cell.

5.4.3 Mobility Management and Service Continuity

· MBMS shall support service continuity when moving from cell to cell within the multicast/broadcast area.

NOTE: Loss of data may occur during this process.

· MBMS should enable roaming users to receive both home and local multicast services. Roaming users should be able to receive local broadcast services as well.

5.4.4 Service Initiation and Termination

· The UE shall be able to enable and disable broadcast service reception.

· The UE shall be able to join and leave multicast groups. Roaming users should be able to join and leave multicast groups in the home or visited network.

· The MBMS must be able to authorize subscribers to join multicast groups (i.e. receive multicast services).
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5.4.5
 Charging

5.4.6  Security

· To prevent unauthorized reception of multicast data, multicast transmission may be secured.

· To prevent injection of malicious content into the network data received from content providers should be authenticated (e.g. by use of cryptographic signatures).
5.4.7
Addressing

5.4.8
Roaming

6 Network and Protocol Architecture

Options for different network architectures together with a rough description of necessary functionality and alterations  required for network elements and protocols.

6.1 <Option 1 Label>

6.2 <Option 2 Label>

7 Functions and Procedure

7.1
MBMS Data Transfer in the Core Network

Multicast data must be available at the RNCs to be sent over the radio.  The options for the data path are to send multicast data from a multicast “source” (could be a multicast server or multicast capable node) to: 

· all RNCs, 

· only to selected RNCs which have multicast users, 

· to the all SGSNs to be further distributed by the SGSN to the RNCs,  or 

· to selected SGSNs which have multicast users to be further distributed by the SGSN to the RNCs,  or 

· to selected GGSN which support multicast service (possibly identified using APNs) and to be further distributed from the GGSN towards the RNCs. 

The first option is wasteful of network resources and also makes it difficult to send data to VPLMNs for roaming users. The second option, an optimisation of the first one, is to send data only to RNCs with multicast users within the PLMN under control of the activation centre but this cannot support roaming users either.  Handling user mobility is also an issue here if for example the UE is in PMM idle.

Sending data to the GGSN in the last option is a good choice to support roaming users. The data is then multicast to the SGSNs with registered multicast users.  Sending data through the SGSN – either directly (the third option) or via the GGSN (the last option) – has advantages since the SGSN is aware of the user location information even in PMM idle state but the use of Iu-flex introduces complexities.  

A combination of the above listed options can also be used – with direct transfer to RNC for the home users and via the GGSN to the roaming user.

The protocol to use to send data to the RNC or SGSN (if they are the recipient NE as per options discussed above) could be GTP or using IP multicast. Using IP multicast would be more efficient over the transport network if it supports multicast routers

Where the option to optimise and send data only to selected NEs is chosen, a signalling mechanism must be used to identify the appropriate nodes to set up the data path.  If the data path is through the SGSN and GGSN, signalling similar to the existing GTP-C can be used to set up the tunnels.  If IP multicast is used, the NEs wanting to receive multicast data, such as RNC or GGSN that have multicast users, could indicate its inclusion using IGMP.

The selection of an option is FFS.

7.1.1 Intra Domain Connection of RAN Nodes to Multiple CN Nodes (Iu-Flex)

Iu-flex brings some complications to the multicast architecture.  Iu-flex allows users on the same RNC to be registered in different SGSNs.  Hence following the normal method of user plane using the same SGSN as the user is registered in could result in multiple streams to the RNC. 

7.2 Packet Temporary Mobile Group Identity in MBMS

In order to avoid congestion of the paging channels (at least in GSM), one solution is to allocate one common identity to all members of each multicast group, which are served by the same SGSN. This Temporary Mobile Group Identity (TMGI) could be allocated during a Routing Area Update, a GPRS Attach or a P-TMSI Reallocation procedure before the MBMS data transfer (eg the first TMGI allocation might occur when the mobile joins the IP multicast group). Separate multicast groups have different TMGIs. TMGIs may also be used to notify users of broadcast transmissions. It is FFS whether the same TMGIs can be used in more than one SGSN.

7.3 Decision process for selection of point-to-point or point-to-multipoint configuration

To ensure that radio resources are not wasted, the radio network needs to estimate the number of users in a cell in order to determine whether to establish a multicast/broadcast channel in that cell or individual channels to each user. The method for changing between point-to-point and point to multipoint configuration is FFS.

For GSM, one way to achieve this would be for the paging messages which carry the TMGI to also specify the value to be included by the mobile into any subsequent (Packet) Channel Request message. After receiving a page with their TMGI, each mobile sends one (Packet) Channel Request message with the value specified in the page message. The BSS then counts the number of (Packet) Channel Request messages containing the specified contents received in each cell. This method seems likely to give an accurate measure of either (a) how many mobiles belonging to that group are in the cell (if there are less than, say, 10 mobiles in the cell), or (b) whether there are more than, say, 10 mobiles belonging to that group in the cell.

For UMTS: the method is FFS

8 Information Flows

8.1 Service Discovery, initiation and Termination

8.2 Service Continuity and Mobility

8.3 Interfaces to External Media Sources

8.4 Roaming

8.5 Security

8.6 Charging

9 Interaction with CS/PS services
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