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1 Proposal

The following text was presented for information and discussion at the Seattle drafting meeting. To record the comparison between NRCA and "always on" push techniques, it is proposed to be added to the 23.874 as an annex.
*** Proposed text****

[Note: This annex is a comparison from a single point of view for information. The conclusion given is for the study described in this annex. It is not intended as the conclusion of the whole TR.]
2 Introduction

Push service requires support at two levels: a push application (e.g. WAP) and connectivity at UMTS level. This document studies what is the best way to support this connectivity among the two standard ways: "Always on" and NRCA. This document will also discuss where appropriate if NRCA should be used with static IP address (solution standardized) or with MSISDN and dynamic IP addressing (solution under discussion in 3GPP).

Every solution is compared to the requirements, which are affected by the choice of connectivity method.

Note: this document describes only UMTS but the analysis applies also to 2G GPRS
.

3 Description of the procedures:

3.1 NRCA
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Figure 1: delivery of a pushed packet with NRCA
The reader is referred to 23.060 for details of the different messages. The procedures needed between RNC and MS are depicted on the side. Each of these procedures requires at least two messages over the radio.

In this document, The NRCA procedure refers to steps 2,3 and 8. The PDP context activation procedure refers to step 9,10, 11.

The principal of NRCA is to reach an MS who is GPRS attach, but is not having activated a PDP context. This MS must have a static IP address provisioned in HLR. The GGSN must have the mapping of the static IP address to IMSI; i.e. a permanent database needs to be maintained in GGSN.

When the GGSN receive a normal IP packet for one user, it will query HLR
 to find SGSN address, and then notify the SGSN that one IP packet has been received for this subscriber. SGSN will then ask the MS to activate a PDP context. After the PDP context activation, the GGSN forward the IP packet to the MS.

The pushed packet is typically a message with interactive links, which may trigger the user to enter a push session.

Logically, the MS deactivate the PDP context at the end of the push session
.

In a new proposal being discussed in the 3GPP standard, it is proposed to use NRCA with dynamic address. The mechanism is: an application server query GGSN (or an NRCA node) with a new protocol indicating that it wants to push a message to a certain user identified by MSISDN. The GGSN (or an NRCA node) checks from its permanent database the mapping to IMSI and query the HLR (like in step 2) and then proceed with the NRCA procedure. 

It is important to be aware that SGSNs or MS supporting NRCA with static address will not automatically support this new feature as the message do not contain static address.

3.2 Always on

In the always-on concept, the MS is GPRS attached and always has an active PDP context.

Packets received by the GGSN are always forwarded to the MS through the SGSN.

If the MS was MM Idle, a significant amount of signaling is still needed in order to establish secure radio bearer (See figure 2)
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Figure 2: delivery of a pushed packet with always-on concept: MS in MM Idle mode

If the MS was MM Connected, SGSN can forward the packets straight to the RNC that will send it to the MS eventually after paging (See figure 3).
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Figure 3: delivery of a pushed packet with always-on concept: MS in MM Connected mode

4 Scalability, or supporting burst of push messages during busy hour.

An important requirement is that the network can deliver high peak of push traffic. 

4.1 NRCA

Network requested PDP Context Activation is creating a lot of signaling during the traffic peak:

· Query to the HLR to find address of SGSN handling the MS (meaning that HLR signaling capacity may become the bottle neck of the system). Note that this query is also made for detached subscriber.

· SGSN signaling: PDP context activation, NRCA procedure (GTP-C PDU notification message & SM Create PDP context request) and PDP context deactivation. Enough SGSN signaling capacity needs to be installed to take care of normal signaling load during busy hours and the burst of signaling created by NRCA-based push services.

Therefore with NRCA the burst of push messages will generate a simultaneous burst of signaling load putting extra strain on the system. The HLR is the most likely bottleneck. SGSN signaling also risks to be saturated especially if the system is already loaded with normal signaling. However, if the operator has installed enough SGSN and HLR signaling capacity to handle burst of push message, the bottleneck of the system will be the RNC.

Note: if CAMEL is used, NRCA also creates a burst of signaling toward SCP.

Example: HLR of 1200 000 subscribers supporting 300 query per seconds. Pushing football result to 300 000 subscribers at 300 message seconds takes 3000 seconds, ie over 15 minutes!

4.2 Always-on

As the MS has already an attached PDP context, no query to HLR and no PDP context activation is needed for the reception of the push message. The bottle neck of the system is probably the number of radio connection that the RNC can established (but always on is less demanding on RNC than NRCA as it saves 5 messages over the RNC and the radio). With Always-on, the scalability is improved if the RNC maintains RRC connection during long time
. 

4.3 Conclusion

NRCA is not a scalable solution as it generates a burst of signaling during the burst of push messages, which increase the signaling load all over the system. To reach the same performance than always-on, it would require a very large installed signaling capacity.

5 Delays

5.1 Always-on: 

The delay is coming from the time it takes the first push packet to be sent across the network (backbone and radio interface) and the delay creating by paging the MS, and the delay to activate radio access bearer (if the MS was not having an RRC connection).

5.2 NRCA:

The delay is coming from the HLR query
, the query to the MS to activate its PDP context and the PDP context activation itself, and the time it takes the first push packet to be sent across the network (backbone and radio interface) and the delay creating by paging the MS, and the delay to activate radio access bearer. In addition, if one of the signaling messages is lost (probable in congestion situation), it will be recovered through retransmission but this will add a delay of the order of seconds.

As has been studied, regarding the situation during burst of push messages, the delay may increase very significantly (i.e. over 15 minutes) due to the saturation of e.g. the HLR.

5.3 Conclusion 

In summary, NRCA will always have more delays created mainly by 3 message over the radio and one SS7 query, i.e. an extra delay of roughly 500 ms in an empty network compared to always-on MS is MM-Idle mode. The extra delay may be a few seconds compared to always-on MS is MM-Connected mode. 

However during burst of push message, the delay may become very significant due to the poor scalability of NRCA.

6 network resources are used as efficiently as possible; 

In order to study the usage of network resources (i.e. radio capacity, signaling links, backbone); let's imagine that a typical scenario will be a push user receiving 5 push message per day (or 1 per busy hour).

6.1 Always-on: 

The user when turning on its MS activate its push application, which initiate GPRS attach (3 messages over the radio) and PDP context activation (2 messages over the radio). The push application is deactivated when the user turns off his phone in the evening, i.e. the MS perform GPRS detach (2 messages over the radio). These procedures are typically not performed during busy hour (estimation of 0,5 procedures during busy hours). In addition, the MS shall perform the normal MM signaling (i.e. routing area update) during the time it is GPRS attached. The HLR is queried only at attach and inter SGSN RAU. Maintaining the tunnels between SGSN and GGSN is not creating extra signaling
 (except to update GGSN when SGSN change
) or reserving backbone resources. In addition, if the MS is not having its RAB established when receiving the push message the RAB will be established.

6.2 NRCA:

The user when turning on its MS activate its push application, which initiate GPRS attach (3 messages over the radio). The push application is deactivated when the user turns off his phone in the evening, i.e. the MS perform GPRS detach (2 messages over the radio). These procedures are typically not performed during busy hour. In addition, the MS shall perform the normal MM signaling (i.e. routing area update) during the time it is GPRS attached. The HLR is queried at attach, inter SGSN RAU, and for every NRCA procedure (i.e. 5 times or 1 query per busy hour). For each push message, one NRCA procedure, one PDP context activation and one PDP context deactivation procedure are performed (i.e. 15 procedures or 3 procedures per busy hour) implying signaling over the radio, over the backbone and over SS7 links. In addition, the RAB will need to be established when receiving the push message. Note that if CAMEL is used every PDP context activation/deactivation may trigger a CAMEL message.

In addition, NRCA also use resources for MS not GPRS attached (HLR query and possibly SGSN query).

6.3 Conclusion

In summary, NRCA increase the amount of signaling in the network and in particular the signaling during busy hour (from 0,5 to 3 procedures). Therefore the "always-on" solution use the network resources more efficiently.

7 Minimum investment

7.1 Always-on: 

All push service users are GPRS attached and have a non real time PDP context active. The number of GPRS attached customer will indicate the SGSN capacity needed, and the SGSN needs enough capacity to take care of normal signaling during busy hour (i.e. attach, Routing area update; PDP context activation/modification/deactivation, SMS…). The number of PDP contexts indicate the number of GGSN capacity (and one PDP context is always–on for every connected user).

Supporting a large number of GTP tunnels requires only memory from SGSN and GGSN but no new functions. 

In SGSN, GTP tunnels require storing parameter related  to active PDP context. However, if the MS would be attached without PDP context, the SGSN is still required to storing  inactive PDP context (i.e. subscriber data) and MM context. Therefore, the impact on SGSN capacity of having one GTP tunnel per attached user is marginal (compare to having same number of MS attached without active PDP contexts).  

Scaling up the capacity of GGSN is not either a technical challenge. We expect that better platform will dramatically increase the number of PDP context supported per GGSN. And adding more GGSN is straight forward way to add GGSN capacity.Note: No GGSN or SGSN software upgrade are required as these functions are supported in first phase of GPRS.

7.2 NRCA:

All push service users are GPRS attached. PDP context are only activated on per need basis. The number of GPRS attached customer will indicate the SGSN capacity needed. These SGSNs need more signaling capacity to take care of normal signaling during busy hour and signaling created by peak of NRCA-based push services. The number of push service user that the operator wants to be able to reach during peak of traffic indicates the number of PDP contexts that GGSN should support. In addition the operator needs to support a permanent database where the relation between IMSI and static address (or MSISDN). This database can be implemented inside GGSN (making GGSN more complex and so more expensive) or in a new node (NRCA node). The operator also needs to dimension its signaling support to cope with the signaling created by NRCA during the maximum peak of traffic it plans to support.

In addition, when NRCA is used with static IP address (3GPP release 99), GGSN needs to store the packets received during the duration of the Network Requested Context Activation (between a few seconds and 15 minutes with the example of section 3.1). If the pushed message "Football result" is 1000 octet, and it is sent to 300 000 subscriber, GGSN
 needs to have 300 000 Mbytes of extra memory to store all these pushed messages. Note that if the GGSN is planning to use Always-on, this amount of memory could have accommodated around 300 000 extra PDP contexts.

When NRCA is used with dynamic address, software upgrade are needed in release 99 SGSN and GGSN. 

7.3 Conclusion

In summary, the "always-on" concept needs more GGSN capacity, while the NRCA require a new permanent database, and more signaling capacity (SGSN signaling cards, SS7 links, HLR&SCP signaling capacity) depending of the peak of push messages that the operator plans to support. The scalability expected by the operator and the pricing need to be known to conclude on this point.

8 Minimum operating cost

8.1 Always-on: 

The always-on concept does not require special configuration in the operator network. It is enough to send the MSISDN to the appropriate push proxy with e.g. RADIUS. This is a simple configuration of the Access point name. Note that preferably the same access point is used for all operators' service and Internet access.

8.2 NRCA:

NRCA requires maintaining a new permanent database in the system where every push subscriber need to be added. This requires upgrade to the subscriber management system, and more cost when adding a new customer. In general, NRCA is a new function that requires extra cost to maintain and operate.

8.3 Conclusion

In summary, NRCA adds to the operating cost of the operator

To conclude on the cost issue, NRCA has less efficient network usage and more operating cost than always-on. The initial investment is more difficult to estimate as it depends on the peak of push message than the operator wants to support. 

Note that we estimate that to be able to support push services to 25% of the subscriber, SGSN signaling capacity needs to double (HLR and SCP capacity are also affected).

9 interoperability and Service availability when roaming

The MS behavior will create interoperability problems, as NRCA is an option not expected to be supported by all network or MS. It is important to know that an MS roaming will not know if NRCA is supported in the local network or not. In particular it seems that no network manufacturer support NRCA with static addressing in their first release. If NRCA with dynamic addressing is standardized, it will only work if the visited network has implemented this new standard.

9.1 Always-on: 

In a normal GPRS network (without Network requested PDP Context Activation option), the GPRS MS is never only GPRS attached (as only SMS can be used). The MS will either be Internet connected (being both attach and having a PDP context active) or not (i.e. GPRS detach).

9.2 NRCA:

In a GPRS network using Network requested PDP Context Activation option, the GPRS MS is only GPRS attached but is not having a PDP context active. This specific behavior (being attach but without a PDP context) will lead to problems
 when the MS is used in a PLMN where Network requested PDP Context Activation is not supported. 

9.3 Conclusion

An MS behaving as if NRCA is supported will not receive its push services in a network not supporting Network requested PDP Context Activation. 

On the other hand, "Always-on" will work in any GPRS/UMTS visited network
 (using GGSN in your home network to make sure your push services are unchanged).

In summary, there is no guarantee that push service based on NRCA will work when roaming, due to different support in different operators.

10 Charging

NRCA has often been presented as required due to time based charging. For a Non real time context charging based on time of connection is more similar to charging the time a GSM MS is turned on than charging the time of a modem call. Contrary to a modem call, an active PDP context do not guarantee any available bit rate.

Time based charging encourages the user to disconnect reducing therefore the overall traffic. For example, the user (or an "optimized" application in its MS) may disconnect before reading the push messages. Connecting again if it wants to read another page (click a link), and disconnect immediately when the page is downloaded. 

Time based charging might cause also overcharge the user. This may happen for when the user goes out coverage for a certain amount of time (even in the order of 30 minutes) without the network notices it. The worst case is that the user goes out of coverage, deactivates its PDP context but stay GPRS attached, and come back to coverage. The network may deactivate the context only when the MS will detach (possibly hours latter). However, this problem might be reduced with very high quality coverage. Small "holes" might be compensate by applying some kind of "de fault" reduction in user bills based on some estimates of the minutes in percentage the user might find to be out of coverage. Too long PDP context may be considered as error by the billing system. Still obviously, time based charging will never give a very accurate bill
.

Another reason why operators want to use time based charging is for compatibility with their existing billing equipment. On the other hand, CG could perform the conversion from octets (volume) to "equivalent time units".

Note that using time-based charging with NRCA is equivalent to using charging of time of activity of the MS with always-on concept, and this could be supported by an appropriate CDR solution. 

11 Type of IP addresses used

Sometimes NRCA has been mistaken as a mean to save IP addresses.

11.1 NRCA with static addresses

This solution requires one IP address per subscriber and is the most address consuming solution. It requires using IPv6 or private IPv4 addresses.

11.2 NRCA with dynamic address and MSISDN addressing

This solution requires one IP address per active user and is the least address consuming solution. However the operator needs to have enough IP addresses to serve burst of push messages. In addition, the address is needed during all the duration of the push session and during a certain guard time (maybe 10 minutes to ensure previous TCP connection is stopped). So to be able to serve significant burst of traffic, it also requires using IPv6 or private IPv4 addresses.

11.3 Always-on: 

This solution requires one IP address per connected user. It requires using IPv6 or private IPv4 addresses.
11.4 Conclusion

Any scalable push solution requires using IPv6 or private IPv4 addresses. So the number of addresses is not an issue. One operator may have as many private Ipv4 network (each supporting around 17 millions addresses) as they want
. IPv6 is recommended as a future proof solution.

12 FINAL Conclusion

Always on concept and NRCA can provide the same services. However, always-on can provide these services faster, cheaper and in a more scalable way.

NRCA gives the illusion than it can save (in particular GGSN investment). We believe that a serious study of the cost of installing enough signaling capacity to cope with burst of push message and the cost of maintaining more complex system would clear this illusion.

� In 2G GPRS, a different radio signaling is used, but there two a round trip delay over the radio is very time consuming (about 2 seconds), so minimizing the radio signaling is also an issue. 2G GPRS has BSC instead of RNC, GMM standby instead of UMTS MM Idle…


� In one possible implementation, the HLR query can be avoided by storing the old SGSN address and hoping that the MS is still located under the same SGSN. When this is the case the message will be sent straight to the right SGSN, but when the MS has moved, the message will first be sent to a wrong SGSN, and then an HLR query will be performed.





� The deactivation is implied by the concept of NRCA. Without a deactivation, the logic would become an always on logic. Note that the network as well may deactivate the PDP context, but the problem is to wait long enough to be sure that the user has finished its session.


� With NRCA, the deactivation of the PDP context normally triggers the release of the RRC connection


� In one possible implementation, the HLR query can be avoided by storing the old SGSN address and hoping that the MS is still located under the same SGSN. When this is the case the message will be sent straight to the right SGSN, but when the MS has moved, the message will first be sent to a wrong SGSN, and then an HLR query will be performed.


� According to GTP specifications, Echo request/response are sent per pair of nodes not per user tunnel.


� The introduction of multipoint Iu will make SGSN changes quite rare.


� This example assumes one GGSN of 300 000 PDP contexts capacity.


� The user will not receive its push service, but still the MS will use its battery and radio/SGSN capacity of the visited operator, as it is GPRS attached.


� However, there might be problem with roaming agreement if the visited operator wants to bill a high price based on time of connection.


� We have heard that GSM Association BARG has urged operators to charge on volumes, and not (only) on duration.


� In an operator network, different GGSN may be connected to different private IPv4 network providing infinite number of private IPv4 address. It requires that the operator replicates the same services in these different private networks.
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