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Introduction

This document proposes a solution for push service based on a combination of always on (i.e. long lasting PDP context) and SMS. It also introduces the push proxy in the architecture. 

As S2PUSH-72 and S2PUSH-78 has shown, using either always on or SMS are both more efficient than Network Requested Context Activation. Always on provides a highly scalable solution for big burst of push message while SMS provides a way to deliver a message to a non-GPRS attach MS (IMSI attach only) and the store and forward capability.

This contribution proposes to replace the "Internet way" chapter (because it is too general) by a detailed architecture describing solution for addressing, presence, reliable push delivery, security, charging, roaming.

DISCUSSION

A single APN for most services

The usage of APN in GPRS is sometimes confusing people. In fact selecting the APN is equivalent to select the network you will log on (your corporate, ISP…). So to one APN is linked a certain security level, a set of application (i.e. services) and some restrictions.

· From a more technical point of view, the APN provides a set of GGSN behaviour related to service such as:

· selection of user IP address (e.g. from operator or corporate address range, static, dynamic);

· security (e.g. password authentication; access restricted based on HLR subscription data (using selection mode parameter)

· billing (e.g. different price per APN)

· access restriction (traffic tunneled to corporate intranet ; Firewall setting for the range of IP address)

However there is no reason to restrict the APN to only one service (e.g. push; instant messaging; Email; WWW;…). The application should take care of charging and access right for one service is preferably made at the service level. For example, one user may subscribe to one additional push service (e.g. Olympic game news) on-line through a web or WAP interface. The figure below shows how an operator could support many Value Added Services including push services and Internet access from a single APN.

In conclusion, being always on for push services does not mean that an extra PDP context is needed only for push services. This always-on context can be shared by many services depending on operator wishes and configuration. 

Thus, being always-on not only permits to receive push services quickly and efficiently but also provides a quick access for the subscriber to any kind of pull services (not any extra PDP context activation signalling needed prior to the access reducing delay and saving signalling).


A PUSH proxy for security and charging

Allowing directly push initiator from the Internet to push their message to the MS would be a security risk. In addition, it would require a high capacity NAT (Network Address Translation) device to cope with peak of traffic. 

Using a push proxy avoids such problem:

· The push proxy is:

· receiving request from the push initiator (directly over public Internet)

· authenticate the push initiator as a valid one

· checking from its internal subscriber info if it should be sent to the MS(s)

· forwarding, if authorized  the push message to the MS over the operator network (private IPv4 or IPv6 network) if the MS has a PDP context active (if no PDP context is active, the push proxy may decide to use SMS as a bearer).

Therefore the use of a push proxy protects the user from unwanted attacks. In addition, using a push proxy has many other benefits:

- It avoids the use of NAT. 

- It may perform charging at service level: It is difficult for a GGSN or a firewall to charge at service level On the other hand, the push proxy handles subscription of services (to which a monthly charge may be linked) and delivery of messages.

- The Push Proxy acts as an aggregator, implying that the MS is relieved from the burden of maintaining a trust relationship with each and every service provider; it only needs maintain such a relation with one or a few Push Proxies. 

- The Push Proxy can perform address translation, meaning that the Push Initiator does not need to be familiar with the MS’s network address (for example, an email address may be used instead of an IP number). The translation mechanism is also very useful if cell/multicast is supported. 

- The Push Proxy may provide store-and-forward functionality to avoid that the Push Initiator needs to keep track of the presence of the MS. Note that the store and forward functionality could make use of the existing SMS and its alert mechanism.

- The Push Proxy can keep track of the capabilities of the MSs it serves. The Push Initiator may query the Push Proxy for a specific MS’s capabilities in order to adapt the push content accordingly. A more advanced Push Proxy may use the capability information to perform transformations on the push content. For example, if the Push Initiator attempts to send a GIF image to the MS, but the MS does only support JPEG, the Push Proxy may convert the GIF image into a JPEG instead of rejecting the push request. 

Roaming considerations

In order to provide push services when roaming, we should consider using either home or visited GGSN.

-The home GGSN is used. The SGSN is connected to the GGSN using the inter-PLMN backbone. Therefore the MS access exactly the same services than if it would be in its home network. 

- The visited GGSN is used. If IPv6 is used it is possible for the MS to establish a secure connection to its home push proxy. However, establishing a (long lasting) secure connection using private Ipv4 address is difficult due to the use of NAT (e.g. SSL can cross NAT, but typical NAT keep track of a session only a short time, so they would not suit registering a push service, and receiving a message hours latter).

Another solution would be that a local push proxy could access subscription information in the home network. Such solution is seen difficult to agree among operators (but not impossible for a global operator).

Therefore it is recommended to use a home GGSN when roaming. This can be enforced by operator in the HLR subscription data. 

Push service protocol

In order to deliver push service, the same protocol needs to be supported in MS and network. As suitable protocols already exist, 3GPP should only select the most appropriate one that should be supported by MS.

WAP-Push presents the benefit to be adapted to cellular world, and to be able to run both on IP (for fast and scalable delivery) and on SMS (for  reaching MS that are not GPRS attached).

Other protocols (e.g. SIP) should be investigated.

Conclusion

Push services implemented using a combination of Always-on and SMS fulfil all existing service requirements.

· The standardization work should focus on selecting:

· Push protocol (e.g. WAP, SIP, a combination of both…)

· Which interfaces to standardize

Proposal

Nokia proposes to replace the chapter 7.5 in 23.874 with following text.

***text to be inserted starts here**********

7.5 Push solution with dynamic address using always on and SMS

7.5.1 Architecture

Figure 7.5.1: Push architecture

The push architecture describes how to realize push service in a GPRS/UMTS environment.

The GPRS/UMTS access network is connected to the operator's service network by a GGSN. The APN (requested by MS but authorized by subscriber data) is used to select the operator's service network. This network is most likely an IPv6 or a private IPv4 network, and is managed by the operator. Through this network, the MS can access to a set of services (including push services) or to the Internet. This network may include RADIUS (e.g. for authentication), DNS, DHCP, and others services.

This network also includes an SMS Service Center.

For push services, the operator's service network includes a push proxy, while push initiator are typically in external network such as the internet (typically public IPv4 network). The MS trusts the push proxy not to send unwanted push messages. Push initiator is prevented to address the MS directly.

7.5.2 Push proxy

· The push proxy is logically composed of:

· A presence database indicating if the subscriber (identified by MSISDN) is having a PDP context active and what is its dynamic IP address. Optionally, the presence database may indicate if the subscriber is available through another mean (e.g. fixed IP access).

· A subscriber management database indicating which push services are subscribed for which subscribers. This database is used to find if a received message can be forwarded to an MS or not.

· A push engine part: The push engine receives push messages from push initiator, checks the subscriber management database, checks the presence database, selects the bearer of the push messages and forwards them to the subscribers.

7.5.3 PUSH initiator

The content of the push message is received by the push proxy from push initiator servers. The push initiator shall have an agreement with the operator running the push proxy. A security relation shall be established between the push proxy and the push initiator.

Note: As an option, the push proxy might accept push message from unknown push initiator.

The push initiators are therefore not required to know the status of push service subscribers and their dynamic IP address. 

Note that the WAP forum has defined a protocol between push initiator and push proxy.

7.5.4 Push services subscription

Every user should be able to receive different push services according to their wish.

The push proxy includes a subscription management database and therefore is aware of the service subscribed by each subscriber. The user should be able to modify their push subscription on-line (e.g. Olympic game news). 

7.5.5 Addressing: Push service using dynamic address

The use of dynamic addresses is preferred as it avoids the configuration of a static IP address in HLR, MS, and push proxy. 

The address may be a private IPv4 or an IPv6 address. Both provide virtually unlimited number of IP addresses. Due to restriction in the number of public IPv4 addresses these are unlikely to be used.

Note: In one operator network, different GGSNs may be connected to different private IPv4 operator's service networks. Each of these network can support around 17 millions private IPv4 addresses. This solution provides infinite number of private IPv4 address. 

7.5.6 Presence description 

The presence database needs to know the status of the subscriber (connected or not) and the mapping between its identity (MSISDN) and its dynamic IP address.

The MS application could indicate its presence directly to the presence server (e.g. using SIP). However, in order to optimise the system for wireless (saving one round trip over the radio), the GGSN may also inform the presence database when a PDP context is activated. This solution is described in more detail below.

The Presence database address is configured in the GGSN APN configuration. Each time a PDP context is activated to this APN, the GGSN informs the presence database of the subscriber status and the relation between its dynamic IP address and its MSISDN. 

The mechanism is described in more details in the figure 7.5.2.

The GGSN sends a Start message (MSISDN; IP address) when the PDP context is activated, and a stop message (MSISDN; IP address) when the PDP context is deactivated. These start and stop messages may be implemented using RADIUS protocol, which is widely deployed, and to which specific extensions can be easily added.

This solution does not prevent the use of a subscriber logical name if the presence database knows the mapping between MSISDN and logical name. It would then be possible to update a DNS with the proper MS address.

In order to update the presence database of the availability through other accesses, other access router should implement similar behaviour, or the MS application should indicate its presence directly to the presence server (e.g. using SIP).  



Figure 7.5.2: Updating presence database from GGSN

7.5.7 Delivery of the push message


Figure 7.5.3: Delivery of push messages

In the always-on approach, push content is delivered over the established IP connection (i.e. PDP context or fixed IP connection). 

If no IP connection is established, SMS may be used to trigger the terminal to create a PDP context over which the push content is delivered. SMS will trigger the MS as soon as this one become reachable (using SMS store and forward and alert capabilities). SMS may in addition deliver a short message to the terminal, and the validity period of the message can be set. 

The push message is delivered through the following steps:

1. Push initiator sends push message to Push Proxy (PP), e.g. including MSISDN or a list of MSISDN.

2. PP checks subscription from its subscriber management database

3. If the message is allowed, Push proxy checks from its presence database if the MS has an IP address.

4. If an address is returned, the message is sent directly to MS through GGSN

5. If no IP address is returned, the message or an indication to activate the PDP context may be sent via SMS (providing store and forward) depending on the importance of the message and the subscriber right.

Note: In the case of a fixed IP connection, an access router would replace the GGSN.
7.5.8 Reliability of the delivery of the push message

The push proxy shall provide different level of reliability. It should in particular be capable of guaranteeing the delivery of the message through acknowledgement and retransmission mechanism.

For example, WAP-Push (specifications available from http://www.wapforum.org/what/technical.htm) provides Confirmed or non-confirmed delivery of Push messages. The figure 7.5.4 illustrates how Confirmed delivery works, when the MS has an active PDP context.

Figure 7.5.4: WAP-push confirmed delivery to an MS having a PDP context activated.

7.5.9 Store and forward function:

The store and forward functionality consists not only in storing & forwarding a message, but also in receiving an alert as soon as the MS is reachable. Existing SMS services provides such store-and-forward mechanism that may be used for PDP context activation triggers and possibly small push messages (e.g. text + URL). Other push messages are stored in the push proxy itself, and delivered once a PDP context is established.

·  The push proxy should use the store and forward functionality when requested by the push initiator and either of the following conditions is satisfied:

· If the MS is not having a PDP context activated, or 

· if the delivery of the push message failed through the activated PDP context (e.g. no push OK message was received)

If the push message is short, the SMS should carry the push content directly.

If the push message is too long to fit in an SMS, the SMS triggers the MS to automatically activate a PDP context over which the push content is delivered from the PP to the MS.

Note: The SMS will be delivered as soon as the MS becomes IMSI attached or GPRS attached due to existing SMS alert mechanism. 

7.5.10 Multiple services

An MS may receive push service from multiple push initiator servers. The push proxy supports delivery of push content from multiple sources simultaneously.

7.5.11 Security

Allowing directly push initiator from the Internet to push their message to the MS would be a security risk. In addition, if IPv4 private addresses are used by MS, it is doubtful that a push initiator using a public IP address could reach the MS. The PI would not only need to know which of the NAT’s public IP addresses it should target, but also the port. The NAT device normally assigns both the address and the port dynamically for every request sent by the MS. This implies that the PI needs to be able to request the NAT device to map a certain socket to a specific MS before the push is sent (not standard NAT behaviour), which of course is not feasible. 

· The push proxy guarantees the security by:

· Authenticating the push initiator as a valid one

· checking from its subscriber management database what should be sent to the MS(s)

· forwarding, if authorized  the push message to the MS over the secure operator service network (private IPv4 or IPv6 network).

Therefore the use of a push proxy protects the user from unwanted attacks. In addition, using a push proxy avoids the use of NAT between MS and push initiator. 

The figure 7.5.5 illustrates a possible secure implementation where the push proxy has secure connection to push initiator, and the MS are protected from unwanted request by a firewall. In this example NAT (Network Address Translation) is not needed for push services.


figure 7.5.5: A possible secure implementation of push services.

7.5.11 Charging

· The network operator may charge based on user subscription to specific services and on the service delivered. Charging should be handled at service level by the push proxy, as:

· The push proxy handles subscription of services to which a monthly charge may be linked.

The push proxy handles delivery of messages, so that it can create a service charging record per message delivered.  This service charging record may have extra information about the service delivered (e.g. delivery was confirmed, push initiator, to which subscribed group it belongs, etc)

7.5.12 User terminal

· In order to be used for push services, the user terminal is required to support:

· A push application

· IP access (through GPRS/UMTS) and SMS

Note: A release 99 terminal may be used if it supports the proper application, or if the proper application can be added on it (e.g. EPOC terminal). 

7.5.13 Roaming Support

PLMNs support roaming service.  Thus, push service shall be available to subscribed users when they roam. The home GGSN should be used when roaming. The SGSN is connected to the GGSN using the inter-PLMN backbone and all traffic is tunneled from GGSN to SGSN. Therefore the MS access exactly the same services than if it would be in its home network. 

This can be enforced by operator in the HLR subscription data.

Note: Using visited GGSN would imply a method to access subscription information from the visited network. This can be made based on agreement between operators.

7.5.14 IP address management
Due to the limitation of public IPv4 addresses, a (successful) push service has to use private IPv4 or IPv6 addresses. Both solutions provide unlimited number of addresses. 

There are around 17 million private IPv4 addresses for one private IPv4 network. If one operator needs more addresses, different GGSN may be connected to different private IPv4 networks providing infinite number of private IPv4 address. Private network may be differentiated using APN. MS may be allocated to one or the other network based on their subscribed APN. Push proxy (or push initiator) knows upon available information to which network the MS is registered. 
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� See IR33, "GPRS roaming guidelines" from GSM association, http://www.gsmworld.com/technology/gprs.html


� Similar conclusions are reached in "Tackling the mobile addressing problem, Kim Fullbrook, BT Cellnet", http://www.gsmworld.com/technology/gprs.html








