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1 Introduction

The draft TR 23.873 feasibility study paper, discussing the technical details of different architecture variants like the split-SGSN and one-tunnel approach, seeks to study the pros and cons of possible separation the Control and Transport Bearer functions in the PS CN domain.

This contribution seeks to amend the benefits of alternative 1.
2 Discussion 

2.1 Separate  CS/PS MGW

Simple routing aggregation points can have the effect of distributing the available bandwidth between network elements. This option would simplify the design of CS/PS MGW from the envisioned combined CS/PS MGW. 
This is shown in the following diagram figure 1.
If the CS and PS MGW are located in the same physical location, although not in a combined node, then the efficient bandwidth resource allocation can still be utilized. Furthermore this option allows the operator to source their CS and PS MGW from separate vendors, hence satisfying a major selection criteria. An advantage of the implementation set out below is that there exists no single point of failure in either MGW, that had the potential to exist in a combined CS/PS MGW.






Figure 1 Bridging functions/Routers providing aggregation points to share available bandwidth
2.2 Efficient Allocation of Core Network Resources.

The split-SGSN alternative states, as one of its explicit benefits, that there will be a dynamic allocation of PS-MGW resources, which should result in an increase in network capacity. This increase in effective network capacity would be realised by establishing a m:n relationship between SGSN servers and PS-MGWs. As a PS-MGW becomes loaded PDP contexts could be set up on another PS MGW in an effort to best utilise the resources of the network.

With the advent of Intra domain NAS this envisioned benefit is rendered obsolete. TR 23.913 states, 'The aims of the Intra domain NAS node selection concept are…. in the PS domain, automatic load sharing between available SGSN resources'.
TR 23.913 further states, 'The Intra domain NAS node selection philosophy benefits new entrants by enabling operators to introduce new network resources without tying the new capacity to a particular geographical area'. This excerpt alone clearly shows that the envisioned benefit of the m:n relationship can be more than matched by not tying the resources to a geographical location.
'The NNSF assigns specific network resources to serve each mobile station to provide load sharing among the available network resources. In determining the network resource assignment, the NNSF takes into account the current loading of the network and other system considerations that may affect the suitability of the assignment'. 

The scenarios realised below detail the 2 cases. 


Figure 1 SGSN Server / PS MGW m:n relationship
The m:n relationship may allow load sharing between PS-MGWs. The SGSN server will allocate a PS MGW on which the PDP context will be established.


Figure 2 Network Architecture utilising NNSF
By utilising the Intra domain NAS the capacity of the network resources are not tied to a specific geographical location. Hence a more efficient allocation of resources will be realised.
The Intra domain NAS scenario shows that the same benefit, with regard to the allocation of network resources, or even more enhanced use of network resources can be realised. 
This realisation can be achieved without the inclusion of both an additional network entity to control, configure and interwork, and the resultant new interface to manage and standardise.
3 Proposal

Based on the discussion above it is proposed to amend the text to the section 6.1 'Introduction' , section 6.11 'Open Issues' and section 6.10 ‘Benefits and Drawbacks’.
3.1 Introduction

In the PS CN domain the node that comprises the more user and control plane functions is undoubtedly the SGSN. It is therefore judicious to consider the SGSN as the primary target for a split of its user and control plane functions.

This approach consists in decomposing the SGSN into an SGSN server and a PS media gateway (PS-MGW). The SGSN server handles all the signalling interfaces (Gs, Gr, Gd, etc) as well as the GTP-C protocol, whereas the PS-MGW handles the user traffic, in particular the GTP-U protocol.

With this approach, the total load solely supported by the SGSN in the R’99 architecture is distributed over two different network elements. The dynamic allocation of PS-MGW resources should lead to an increase in the ability to better utilise the total network capacity.
3.2 Benefits

·    As an implementation option it is possible to have a combined CS/PS MGW, which allows for an efficient allocation of resources amongst both domains (e.g. if the CS and PS logical instances of the MGW share some of the  hardware resources like interface cards and lower layer protocols, the available bandwidth can be distributed between them as needed). Similar efficient allocation of bandwidth can be achieved when deploying non-combined CS/PS MGWs.
·    As an implementation option it is possible to have an m:n relationship between SGSN servers and PS-MGWs, where each PS-MGW is connected to several SGSN servers and vice versa. This allows for an efficient allocation of user plane resources as the SGSN servers can setup new PDP contexts on another PS-MGW if one PS-MGW gets loaded. This will again lead to an increase of the ability to better utilise the total network capacity.
3.2 Open Issues

· Ongoing 3GPP work on Iu flexibility will allow load sharing between SGSNs, though with a potentially different level of granularity. The possible gains from sharing resources dynamically between PS-MGWs need to be evaluated against the Iu flexibility mechanism.
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