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Introduction

The 3GPP TR 23.873 “Feasibility Study for Transport and Control Separation in the PS CN Domain” is intended to evaluate the feasibility of a separation of transport and control in the PS CN domain. 

The effort in the evaluation has shown, that both investigated alternatives, the Split SGSN and the One Tunnel Approach, are technically feasible. Comparison between both alternatives and with the R99 PS CN domain architecture are made. A reiteration of the Pros and Cons in the discussion part of this paper is the basis for the proposed conclusion of the feasibility study 3G TR 23.873.

Discussion

In the following issues evaluated by the feasibility study and showing important aspects of the studied alternatives will be discussed:

The Applicability of the Split SGSN comprises the PS traffic of the UTRAN and the Iu PS traffic part of the GERAN. A GSM RAN has to be upgraded to GERAN to gain the advantages for Iu capable terminals from split SGSN. The One Tunnel is applicable to all PS Iu traffic of the UTRAN or the GERAN which uses the adequate GGSN in the VPLMN, i.e. not for those roaming users that use an GGSN in the HPLMN. Both alternatives are not applicable for the Gb traffic of the GSM RAN or of the GERAN. The Gb interface is only supported by the R99 architecture. 

The Migration aspects show the introduction of the entities SGSN server and PS-MGW into the CN architecture for the Split SGSN. These entities are in parallel to the R99 or 2G SGSN or the server may be integrated with the R99 or 2G SGSN, which obviously reduces the advantages of the separation. The PS-MGW may be integrated with the CS-MGW. As the Split SGSN reduces to the separation of the SGSN and the introduction of a new interface between SGSN server and PS-MGW all other SGSN interfaces don’t change compared with R99. The separation into two entities results in additional complexity due to required multivendor inter-operability.

The One Tunnel provides functional changes for the SGSN and the GGSN which may be provided as a software update, without hardware changes. The R99 SGSN and the R99 GGSN can be provided with these upgrades to support the One Tunnel. Both, upgraded SGSN and GGSN, will fall back if the peer GSN does not support the One Tunnel to operate in an environment of different releases.

Routing Areas which shall support in parallel cells of the Gb based GSM or GERAN and of the Iu based UTRAN or GERAN can only be supported if the SGSN server of both alternative is combined with a Gb capable SGSN. This is easier for the One Tunnel as its SGSN requires under certain conditions also traffic functions. A change between Gb and Iu generates updates to the GGSN in both approaches. Only the R99 approach can handle these changes internal in the SGSN unless the SGSN services area changes.

Future support of alternative access systems may change the Iu or introduce new access interfaces, e.g. when Mobile IP is used a separated SGSN becomes problematic for the PS CN domain. If Mobile IP gets more importance for macro mobility the SGSN and the GGSN may be integrated into an IGSN (compare TS 23.923 and proposed WI on MIP). Also for such an approach a control and transport separation becomes difficult. These issues have got not much attention up to now in the feasibility study as discussion on the topics just starts.

The Flexibility introduced by the Split SGSN allows for independent configuration of transport and control capacity for Iu traffic and within certain limits an arbitrary allocation of these transport resources to the correspondent control resources. The flexibility in resource distribution shall result in a better resource usage. This flexibility can be equally achieved by relying on the Iu flexibility and the forced anchor principle which allow the flexible distribution of Iu traffic between the SGSNs.

The One Tunnel SGSN provides a similar flexibility as mainly the control capacity has to be provided and in addition capacity for the traffic, that can not bypass the SGSN. Most of an SGSNs traffic capacity is no more needed.
Flexibility for capacity can be achieved already in R99 architecture with adequate implementations. Additional standardisation efforts do not bring obvious added value.

The Synergies of a PS-MGW with a CS-MGW are small compared to the synergies between CS and PSTN MGWs. Mainly they can share the interface resources. The PS-MGW requires additional functionality like volume counting. Furthermore, the lifetime of non-real time PDP contexts is much longer than the lifetime of CS services which has results in different availability figures.

The signalling Traffic generated by both alternatives is higher than that of the R99 approach. The alternatives are comparable besides the charging traffic which adds for the Split SGSN considerable load as all volume information collected by the PS-MGW has to be processed by the SGSN server. The load on the interface between the PS-MGW and the SGSN server increases with lower availability of the PS-MGW (charging data more often sent to keep possible loss low) or the PS-MGW needs a reliable storage which contrary to the intention of simple MGWs.

The Standard requires high effort for the introduction of the evaluated alternatives as all procedures related to the traffic path change. The Split SGSN requires the definition of the new Mp interface. The One Tunnel requires additions to GTP-C. This would all add to anticipated corrections and adaptation caused by various already existing options like: DTM, no Iur provided, Iu flexibility, forced anchor principle, ... A de-stabilisation of the standard becomes very likely. 

The Network Configuration includes two rather independent networks one for Iu traffic and one for Gb traffic for the Split SGSN if both interfaces are supported as the architectures are different. Since the SGSN control node in the One Tunnel solution has to contain the whole R99 SGSN functionality, including transport, to support the traffic cases that require two user plane tunnels, the network configuration for the One Tunnel is the same as for R99 if the SGSN is used as a router or processes the traffic. If the SGSN is bypassed this traffic is transported by the packet backbone. 

The O&M functionality for the Split SGSN has to manage, monitor different 2G and 3G architectures. In addition standardised network management is required to use of redundancy and load sharing over multiple MGWs in a multivendor environment. The new interface Mp has to be included into O&M. The One Tunnel adds functionality on the SGSN and the GGSN to be maintained by O&M. 

No new Services or Features for the user are provided by both alternatives.

Proposal  

All above discussed issues identify high effort for the standard to enable more flexibility in case of  Split SGSN or for reduced performance requirements for the SGSN in case of the One Tunnel. The Split SGSN flexibility can already be achieved by relying on the Iu flexibility feature. The One Tunnel is limited to Iu traffic using GGSNs in the visited network. Both alternatives would very likely result in options for the standard which have negative impact on the multivendor situation. Additional Management and inter-operability requirements arise due to the split architectures.  

Future evolution may gain from further integration than from separation, e.g. when more IETF mechanisms are adopted by the PS CN domain. More studies are needed to ascertain an optimal separation which includes all PLMN nodes, including  RAN, and to ascertain possible reduction of number of nodes. And, as both alternatives provide no additional services or features for the user but show a considerable list of drawbacks our conclusion is:

During the FS drafting process it has now become evident that there are different architectural preferences and no critical mass for a consensus was achieved. The effort and complexity to add one or both alternatives to the PS domain architecture is not justified by the expected gain. There is enough room for implementations to provide flexibility and scalability on the basis of R99 PS CN architecture. The introduction of a PS domain separation into the standard in parallel to the ongoing corrections for R99 and the activities for higher priority items such as GERAN support, QoS enhancements for IMS support and Iu flexibility would endanger R5 of the PS CN domain. Therefore, the R99 PS CN architecture is recommended as the best alternative.
