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3.1
Definitions

For the purposes of the present document, the terms and definitions given in TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1].

5G VN Group: A set of UEs using private communication for 5G LAN-type service.
5G Access Network: An access network comprising a NG-RAN and/or non-3GPP AN connecting to a 5G Core Network.

5G Core Network: The core network specified in the present document. It connects to a 5G Access Network.

5G LAN-Type Service: A service over the 5G system offering private communication using IP and/or non-IP type communications.

5G LAN-Virtual Network: A virtual network over the 5G system capable of supporting 5G LAN-type service.

5G QoS Flow or QoS Flow: The finest granularity for QoS forwarding treatment in the 5G System. All traffic mapped to the same 5G QoS Flow receive the same forwarding treatment (e.g. scheduling policy, queue management policy, rate shaping policy, RLC configuration, etc.). Providing different QoS forwarding treatment requires separate 5G QoS Flow.

5G QoS Identifier: A scalar that is used as a reference to a specific QoS forwarding behaviour (e.g. packet loss rate, packet delay budget) to be provided to a 5G QoS Flow. This may be implemented in the access network by the 5QI referencing node specific parameters that control the QoS forwarding treatment (e.g. scheduling weights, admission thresholds, queue management thresholds, link layer protocol configuration, etc.).

5G System: 3GPP system consisting of 5G Access Network (AN), 5G Core Network and UE.
5G-BRG: The 5G-BRG is a 5G-RG defined in BBF.

5G-CRG: The 5G-CRG is a 5G-RG specified in DOCSIS MULPI [89].

5G-RG: A 5G-RG is a RG capable of connecting to 5GC playing the role of a UE with regard to the 5G core. It supports secure element and exchanges N1 signalling with 5GC. The 5G-RG can be either a 5G-BRG or 5G-CRG.

Access Traffic Steering: The procedure that selects an access network for a new data flow and transfers the traffic of this data flow over the selected access network. Access traffic steering is applicable between one 3GPP access and one non-3GPP access.

Access Traffic Switching: The procedure that moves all traffic of an ongoing data flow from one access network to another access network in a way that maintains the continuity of the data flow. Access traffic switching is applicable between one 3GPP access and one non-3GPP access.

Access Traffic Splitting: The procedure that splits the traffic of a data flow across multiple access networks. When traffic splitting is applied to a data flow, some traffic of the data flow is transferred via one access and some other traffic of the same data flow is transferred via another access. Access traffic splitting is applicable between one 3GPP access and one non-3GPP access.

Allowed NSSAI: NSSAI provided by the Serving PLMN during e.g. a Registration procedure, indicating the S-NSSAIs values the UE could use in the Serving PLMN for the current Registration Area.

Allowed Area: Area where the UE is allowed to initiate communication as specified in clause 5.3.2.3.

AMF Region: An AMF Region consists of one or multiple AMF Sets.

AMF Set: An AMF Set consists of some AMFs that serve a given area and Network Slice(s). AMF Set is unique within an AMF Region and it comprises of AMFs that support the same Network Slice(s). Multiple AMF Sets may be defined per AMF Region. The AMF instances in the same AMF Set may be geographically distributed but have access to the same context data.
Application Identifier: An identifier that can be mapped to a specific application traffic detection rule.

AUSF Group ID: This refers to one or more AUSF instances managing a specific set of SUPIs. An AUSF Group consists of one or multiple AUSF Sets.
Binding Indication: Information included by a NF service producer to a NF service consumer in request responses or notifications to convey the scope within which selection/reselection of target NF/NF Services may be performed, or information included by the NF service consumer in requests or subscriptions to convey the scope within which selection/reselection of notification targets or the selection of other service(s) that the NF consumer produces for the same data context may be performed. See clause 6.3.1.0.

Configured NSSAI: NSSAI provisioned in the UE applicable to one or more PLMNs.

CHF Group ID: This refers to one or more CHF instances managing a specific set of SUPIs.

Delegated Discovery: This refers to delegating the discovery and associated selection of NF instances or NF service instances to an SCP.

Direct Communication: This refers to the communication between NFs or NF services without using an SCP.

DN Access Identifier (DNAI): Identifier of a user plane access to one or more DN(s) where applications are deployed.

Emergency Registered: A UE is considered Emergency Registered over an Access Type in a PLMN when registered for emergency services only over this Access Type in this PLMN.

Endpoint Address: An address in the format of an IP address or FQDN, which is used to determine the host/authority part of the target URI. This Target URI is used to access an NF service (i.e. to invoke service operations) of an NF service producer or for notifications to an NF service consumer.

En-gNB: as defined in TS 37.340 [31].

Expected UE Behaviour: Set of parameters provisioned by an external party to 5G network functions on the foreseen or expected UE behaviour, see clause 5.20.

Fixed Network Residential Gateway: A Fixed Network RG (FN-RG) is a RG that it does not support N1 signalling and it is not 5GC capable.

Fixed Network Broadband Residential Gateway: A Fixed Network RG (FN-BRG) is a FN-RG specified in BBF TR‑124 [90].

Fixed Network Cable Residential Gateway: A Fixed Network Cable RG (FN-CRG) is a FN-RG with cable modem specified in DOCSIS MULPI [89].

Forbidden Area: An area where the UE is not allowed to initiate communication as specified in clause 5.3.2.3.

GBR QoS Flow: A QoS Flow using the GBR resource type or the Delay-critical GBR resource type and requiring guaranteed flow bit rate.

IAB-donor: This is a NG-RAN node that supports Integrated access and backhaul (IAB) feature and provides connection to the core network to IAB-nodes. It supports the CU function of the CU/DU architecture for IAB defined in TS 38.401 [42].

IAB-node: A relay node that supports wireless in-band and out-of-band relaying of NR access traffic via NR Uu backhaul links. It supports the UE function and the DU function of the CU/DU architecture for IAB defined in TS 38.401 [42].

Indirect Communication: This refers to the communication between NFs or NF services via an SCP.
Initial Registration: UE registration in RM-DEREGISTERED state as specified in clause 5.3.2.

Intermediate SMF (I-SMF): An SMF that is inserted to support a PDU session as the UE is located in an area which cannot be controlled by the original SMF because the UPF(s) belong to a different SMF Service Area.
Local Area Data Network: a DN that is accessible by the UE only in specific locations, that provides connectivity to a specific DNN, and whose availability is provided to the UE.

Local Break Out (LBO): Roaming scenario for a PDU Session where the PDU Session Anchor and its controlling SMF are located in the serving PLMN (VPLMN).

LTE-M: a 3GPP RAT type Identifier used in the Core Network only, which is a sub-type of E-UTRA RAT type, and defined to identify in the Core Network the E-UTRA when used by a UE indicating Category M.

MA PDU Session: A PDU Session that provides a PDU connectivity service, which can use one access network at a time, or simultaneously one 3GPP access network and one non-3GPP access network.
Mobility Pattern: Network concept of determining within the AMF the UE mobility parameters as specified in clause 5.3.2.4.

Mobility Registration Update: UE re-registration when entering new TA outside the TAI List as specified in clause 5.3.2.

MPS-subscribed UE: A UE having a USIM with MPS subscription.

NB-IoT UE Priority: Numerical value used by the NG-RAN to prioritise between different UEs accessing via NB-IoT.

NGAP UE association: The logical per UE association between a 5G-AN node and an AMF.

NGAP UE-TNLA-binding: The binding between a NGAP UE association and a specific TNL association for a given UE.

Network Function: A 3GPP adopted or 3GPP defined processing function in a network, which has defined functional behaviour and 3GPP defined interfaces.

NOTE 1:
A network function can be implemented either as a network element on a dedicated hardware, as a software instance running on a dedicated hardware, or as a virtualised function instantiated on an appropriate platform, e.g. on a cloud infrastructure.
Network Instance: Information identifying a domain. Used by the UPF for traffic detection and routing.

Network Slice: A logical network that provides specific network capabilities and network characteristics.

Network Slice instance: A set of Network Function instances and the required resources (e.g. compute, storage and networking resources) which form a deployed Network Slice.

Non-GBR QoS Flow: A QoS Flow using the Non-GBR resource type and not requiring guaranteed flow bit rate.

NSI ID: an identifier for identifying the Core Network part of a Network Slice instance when multiple Network Slice instances of the same Network Slice are deployed, and there is a need to differentiate between them in the 5GC.
NF instance: an identifiable instance of the NF.

NF service: a functionality exposed by a NF through a service based interface and consumed by other authorized NFs.

NF service instance: an identifiable instance of the NF service.

NF service operation: An elementary unit a NF service is composed of.

NF Service Set: A group of interchangeable NF service instances of the same service type within an NF instance. The NF service instances in the same NF Service Set have access to the same context data.

NF Set: A group of interchangeable NF instances of the same type, supporting the same services and the same Network Slice(s). The NF instances in the same NF Set may be geographically distributed but have access to the same context data.

NG-RAN: A radio access network that supports one or more of the following options with the common characteristics that it connects to 5GC:

1)
Standalone New Radio.

2)
New Radio is the anchor with E-UTRA extensions.

3)
Standalone E-UTRA.

4)
E-UTRA is the anchor with New Radio extensions.

Non-Allowed Area: Area where the UE is allowed to initiate Registration procedure but no other communication as specified in clause 5.3.2.3.

Non-Public Network: See definition in TS 22.261 [2].
Non-Seamless Non-3GPP offload: The offload of user plane traffic via non-3GPP access without traversing either N3IWF/TNGF or UPF.

PCF Group ID: This refers to one or more PCF instances managing a specific set of SUPIs. A PCF Group consists of one or multiple PCF Sets.
Pending NSSAI: NSSAI provided by the Serving PLMN during a Registration procedure, indicating the S-NSSAI(s) for which the network slice-specific authentication and authorization procedure is pending.

PDU Connectivity Service: A service that provides exchange of PDUs between a UE and a Data Network.

PDU Session: Association between the UE and a Data Network that provides a PDU connectivity service.

PDU Session Type: The type of PDU Session which can be IPv4, IPv6, IPv4v6, Ethernet or Unstructured.

Periodic Registration Update: UE re-registration at expiry of periodic registration timer as specified in clause 5.3.2.

Pre-configured 5QI: Pre-defined QoS characteristics configured in the AN and 5GC and referenced via a non-standardized 5QI value.

Private communication: See definition in TS 22.261 [2].
PTP domain: As defined in IEEE Std 1588 [X].
Public network integrated NPN: A non-public network deployed with the support of a PLMN.
(Radio) Access Network: See 5G Access Network.

RAT type: Identifies the transmission technology used in the access network for both 3GPP accesses and non-3GPP Accesses, for example, NR, NB-IOT, Untrusted Non-3GPP, Trusted Non-3GPP, Trusted IEEE 802.11 Non-3GPP access, Wireline, Wireline-Cable, Wireline-BBF, etc.

Requested NSSAI: NSSAI provided by the UE to the Serving PLMN during registration.

Residential Gateway: The Residential Gateway (RG) is a device providing, for example voice, data, broadcast video, video on demand, to other devices in customer premises.
Routing Binding Indication: Information included in a request or notification and that can be used by the SCP for discovery and associated selection to of a suitable target. See clauses 6.3.1.0 and 7.1.2

Routing Indicator: Indicator that allows together with SUCI/SUPI Home Network Identifier to route network signalling to AUSF and UDM instances capable to serve the subscriber.

SCP Domain: A configured group of one or more SCP(s) and zero or more NF instances(s). An SCP within the group can communicate with any NF instance or SCP within the same group directly, i.e. without passing through an intermediate SCP.
SNPN enabled UE: A UE configured to use stand-alone Non-Public Networks.

SNPN access mode: A UE operating in SNPN access mode only selects stand-alone Non-Public Networks over Uu.

Service based interface: It represents how a set of services is provided/exposed by a given NF.

Service Continuity: The uninterrupted user experience of a service, including the cases where the IP address and/or anchoring point change.
Service Data Flow Filter: A set of packet flow header parameter values/ranges used to identify one or more of the packet (IP or Ethernet) flows constituting a Service Data Flow.

Service Data Flow Template: The set of Service Data Flow filters in a policy rule or an application identifier in a policy rule referring to an application detection filter, required for defining a Service Data Flow.

Session Continuity: The continuity of a PDU Session. For PDU Session of IPv4 or IPv6 or IPv4v6 type "session continuity" implies that the IP address is preserved for the lifetime of the PDU Session.

SMF Service Area: The collection of UPF Service Areas of all UPFs which can be controlled by one SMF.
Stand-alone Non-Public Network: A non-public network not relying on network functions provided by a PLMN
Subscribed S-NSSAI: S-NSSAI based on subscriber information, which a UE is subscribed to use in a PLMN

Time Sensitive Communication (TSC): A communication service that supports deterministic communication and/or isochronous communication with high reliability and availability. It is about providing packet transport with QoS characteristics such as bounds on latency, loss, and reliability, where end systems and relay/transmit nodes can be strictly synchronized.
TSN working domain: Synchronization domain for a localized set of devices collaborating on a specific task or work function in a TSN network, corresponding to a gPTP domain defined in IEEE 802.1AS [104].
UDM Group ID: This refers to one or more UDM instances managing a specific set of SUPIs. An UDM Group consists of one or multiple UDM Sets.
UDR Group ID: This refers to one or more UDR instances managing a specific set of SUPIs. An UDR Group consists of one or multiple UDR Sets.
UPF Service Area: An area consisting of one or more TA(s) within which PDU Session associated with the UPF can be served by (R)AN nodes via a N3 interface between the (R)AN and the UPF without need to add a new UPF in between or to remove/re-allocate the UPF.

Uplink Classifier: UPF functionality that aims at diverting Uplink traffic, based on filter rules provided by SMF, towards Data Network.

WB-E-UTRA: In the RAN, WB-E-UTRA is the part of E-UTRA that excludes NB-IoT. In the Core Network, WB-E-UTRA also excludes LTE-M.
Wireline 5G Access Network: The Wireline 5G Access Network (W-5GAN) is a wireline AN that connects to a 5GC via N2 and N3 reference points. The W-5GAN can be either a W-5GBAN or W-5GCAN.

Wireline 5G Cable Access Network: The Wireline 5G Cable Access Network (W-5GCAN) is the Access Network defined in CableLabs.

Wireline BBF Access Network: The Wireline 5G BBF Access Network (W-5GBAN) is the Access Network defined in BBF.

Wireline Access Gateway Function (W-AGF): The Wireline Access Gateway Function (W-AGF) is a Network function in W-5GAN that provides connectivity to the 5G Core to 5G-RG and FN-RG.

NOTE 2:
If one AUSF/PCF/UDR/UDM group consists of multiple AUSF/PCF/UDR/UDM Sets, AUSF/PCF/UDR/UDM instance from different Set may be selected to serve the same UE. The temporary data which is not shared across different Sets may be lost, e.g. the event subscriptions stored at one UDM instance are lost if another UDM instance from different Set is selected and no data shared across the UDM Sets.

<<< Next change >>>

5.27
Enablers for Time Sensitive Communications and Time Synchronization
5.27.0
General
<update the clause description here to generalize it and make it a tool box for QoS, time sync - with/without DS-TT/NW-TT>
Describe TSC PDU Sessions can be supported with TimeSync, TSCAI inde
This clause describes 5G System features that support TSC and allow the 5G System to be integrated transparently as a bridge in an IEEE 802.1 TSN network.
During the PDU Session establishment, the UE shall request to establish a PDU Session as an always-on PDU Session, and the PDU Sessions used for TSC are established as Always-on PDU session as described in clause 5.6.13. In this release of the specification:

-
Home Routed PDU Sessions are not supported for TSC services;

-
TSC PDU Sessions are supported only with PDU Session type Ethernetand SSC mode 1; 
-
Service continuity for TSC PDU Sessions is not supported when the UE moves from 5GS to EPS.

5.27.1
Time Synchronization

5.27.1.1
General

Description for Time Sync, gPtP, PTP, Time Sync Service activation/deactivation?


      PTP time sync activation/activation can be described here in a generic.


Make it applicable for IEEE 802.1AS ETH PDU Session, IEEE 1588 IP PDU Session.
For supporting time synchronization service, the 5GS is configured to operate in one of the following modes (if supported):

1) 
as time-aware system as described in IEEE Std 802.1AS [104],

2)
as Boundary Clock as described in IEEE Std 1588 [X],
3) 
as peer-to-peer Transparent Clock as described in IEEE Std 1588 [X], or

4) 
as end-to-end Transparent Clock as described in IEEE Std 1588 [X].
The configuration of the time synchronization service in 5GS for option 1 is described in clause 5.28, and for options 2-4 in clause 5.27.1.z.
The 5GS shall be modelled as an IEEE Std 802.1AS [104] or IEEE Std 1588 [X] compliant entitybased on the above configuration. 
The TSN Translators (TTs) at the edges of the 5G system may support the IEEE Std 802.1AS [104] or IEEE Std 1588 [X] operations respective to the configured mode of operation.The UE, gNB, UPF, NW-TT and DS- TTs are synchronized with the 5G GM (i.e. the 5G internal system clock) which shall serve to keep these network elements synchronized. The TTs located at the edge of 5G system fulfil some functions related to IEEE Std 802.1AS [104] and may fulfill some functions related to IEEE Std 1588 [X], e.g. (g)PTP support and timestamping. Figure 5.27.1-1 illustrates the 5G and PTP grandmaster (GM) clock distribution model via 5GS.
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Figure 5.27.1-1: 5G system is modelled as IEEE Std 802.1AS [104] compliant time aware system for supporting TSN time synchronization

Figure 5.27.1-1 depicts the two synchronizations systems considered: the 5GS synchronization and the PTP domain synchronization, as well as the Master (M) and Slave (S) ports considered when the PTP GM is located at PTP network outside of 5GS.

-
5GS synchronization: Used for NG RAN synchronization. 5G RAN synchronization is specified in TS 38.331 [28].

-
PTP domain synchronization: Provides synchronization service to PTP network. This process follows IEEE Std 802.1AS [104] or IEEE Std 1588 [X].

The two synchronization processes can be considered independent from each other and the gNB only needs to be synchronized to the 5G GM clock.




The 5GS supports two methods for determining the grandmaster PTP Instance and the time-synchronization spanning tree.

-
Method a), BMCA procedure.

-
Method b), local configuration.
This is further described in subclause 5.27.1.5.




5.27.1.2
Distribution of timing information

5.27.1.2.1
Distribution of 5G internal system clock

The 5G internal system clock shall be made available to all user plane nodes in the 5G system. The UPF and NW-TT may get the 5G internal system clock via the underlying PTP compatible transport network with mechanisms outside the scope of 3GPP. The 5G internal system clock shall be made available to UE with signalling of time information related to absolute timing of radio frames as described in TS 38.331 [28]. The 5G internal system clock shall be made available to DS-TT by the UE.
5.27.1.2.2
Distribution of grandmaster clock and time-stamping

5.27.1.2.2.1 
Distribution of gPTP Sync and Follow_Up messages
The mechanisms for distribution of TSN GM clock and time-stamping described in this clause are according to IEEE Std 802.1AS [104].

NOTE 1:
It means Externally-observable behavior of the 5GS bridge needs to comply with IEEE Std 802.1AS [104].

Upon reception of a downlink gPTP message the NW-TT makes an ingress timestamping (TSi) for each gPTP event (Sync) messageand uses the cumulative rateRatio received inside the gPTP message payload (carried within Sync message for one-step operation or Follow_up message for two-step operation) to calculate the link delay from the upstream TSN node (gPTP entity) expressed in TSN GM time as specified in IEEE Std 802.1AS [104]. NW-TT then calculates the new cumulative rateRatio (i.e. the cumulative rateRatio of the 5GS) as specified in IEEE Std 802.1AS [104] and modifies the gPTP message payload (carried within Sync message for one-step operation or Follow_up message for two-step operation) as follows:

-
Adds the link delay from the upstream TSN node in TSN GM time to the correction field.

-
Replaces the cumulative rateRatio received from the upstream TSN node with the new cumulative rateRatio.

-
Adds TSi in the Suffix field of the gPTP packet as described in Annex H.
UPF then forwards the gPTP message from TSN network to the UEs via all PDU sessions terminating in this UPF that the UEs have established to the TSN network. All gPTP messages are transmitted on a QoS Flow that complies with the residence time upper bound requirement specified in IEEE Std 802.1AS [104].

NOTE 2:
The sum of the UE-DS-TT residence time and the PDB of the QoS Flow needs to be lower than the residence time upper bound requirement for a time-aware system specified in IEEE Std 802.1AS [104].

A UE receives the gPTP messages and forwards them to the DS-TT. The DS-TT then creates egress timestamping (TSe) for the gPTP event (Sync) messages for external TSN working domains. The difference between TSi and TSe is considered as the calculated residence time spent within the 5G system for this gPTP message expressed in 5GS time. The DS-TT then uses the rateRatio contained inside the gPTP message payload (carried within Sync message for one-step operation or Follow_up message for two-step operation) to convert the residence time spent within the 5GS in TSN GM timeand modifies the payload of the gPTP message that it sends towards the downstream TSN node as follows:-
Adds the calculated residence time expressed in TSN GM time to the correction field.

-
Removes Suffix field that contains TSi.
5.27.1.2.2.1 
Distribution of PTP Sync and Follow_Up messages

The mechanisms for distribution of PTP GM clock and time-stamping described in this clause are according to IEEE Std 1588 [X].

NOTE 1:
It means Externally-observable behavior of the PTP instance in 5GS needs to comply with IEEE Std 1588 [X].

Upon reception of a PTP event message from the upstream PTP instance, the ingress TT (i.e. NW-TT or DS-TT) makes an ingress timestamping (TSi) for each PTP event (i.e. Sync) message. 

The PTP port in the ingress TT measures the link delay from the upstream PTP instance as described in Annex H.x

If the 5GS is configured to operate as a peer-to-peer Transparent Clock in a PTP domain where rateRatio is measured, then the PTP port in the ingress TT uses the cumulative rateRatio received inside the PTP message payload (carried within Sync message for one-step operation or Follow_Up message for two-step operation) to correct the measured link delay to be expressed in PTP GM time as specified in IEEE Std 1588 [X]. The PTP port in the ingress TT then calculates the new cumulative rateRatio (i.e. the cumulative rateRatio of the 5GS) as specified in IEEE Std 1588 [X].
The PTP port in the ingress TT modifies the PTP message payload (carried within Sync message for one-step operation or Follow_Up message for two-step operation) as follows:

-
(if the PTP port in the ingress TT has measured the link delay) Adds the measured link delay from the upstream PTP instance in PTP GM time to the correction field.

-
(if the PTP port in the ingress TT has measured the link delay and rateRatio is used) Replaces the cumulative rateRatio received from the upstream PTP instance with the new cumulative rateRatio.

NW-TT then adds TSi in the Suffix field of the PTP Sync message as described in Annex H.2.

NOTE 2:
If 5GS acts as an end-to-end Transparent Clock, since the end-to-end Transparent Clock does not support peer-to-peer delay mechanism, only the residence time spent within the 5GS in 5G GM time is used to update the correction field of the received PTP Sync or Follow_Up message. 

The PTP port in the ingress TT then forwards the PTP message to the UPF/NW-TT. 

If the 5GS is configured to operate 
as Boundary Clock as described in IEEE Std 1588 [X], the UPF/NW-TT forwards the PTP messages via PDU Sessions in this UPF to the NW-TT and DS-TT ports in Master state. If the 5GS is configured to operate as a Transparent Clock as described in IEEE Std 1588 [X], the UPF/NW-TT forwards the PTP messages via all PDU Sessions terminating in this UPF to the NW-TT and DS-TT ports, except toward the ingress PTP port in the ingress TT.
NOTE 3:
If 5GS acts as a Transparent Clock, the NW-TT or DS-TT needs not to keep track of the PTP GM time. The 5GS does not maintain the PTP port states; the ingress PTP messages received on a PTP Port are retransmitted on all other PTP Ports of the Transparent Clock subject to the rules of the underlying transport protocol.

The PTP port in the egress TT then creates egress timestamping (TSe) for the PTP event (i.e. Sync) messages for external PTP network. The difference between TSi and TSe is considered as the calculated residence time spent within the 5G system for this PTP message expressed in 5GS time. 

The PTP port in the egress TT then uses the rateRatio contained inside the PTP message payload (if available, carried within Sync message for one-step operation or Follow_Up message for two-step operation) to convert the residence time spent within the 5GS in PTP GM time. 

The PTP port in the egress TT modifies the payload of the PTP message that it sends towards the downstream PTP instance as follows:

-
Adds the calculated residence time to the correction field (Sync message for one-step operation or Follow_Up message for two-step operation).

-
Removes Suffix field of the gPTP Sync message that contains TSi.

NOTE 3:
If 5GS acts as an end-to-end Transparent Clock, since the end-to-end Transparent Clock does not support peer-to-peer delay mechanism, only the residence time spent within the 5GS in 5G GM time is used to update the correction field of the received PTP event (e.g. Sync or Follow_Up) message. 

NOTE 4: When the PTP instance in 5GS is configured to operate as a Boundary Clock, the 5GS does not need to synchronize its Local PTP Clock to the external PTP grandmaster. The PTP instance in 5GS measures the link delay and residence time and communicates these in a correction field. The externally observable behavior of 5GS still conforms to the specifications for a Boundary Clock as described in IEEE Std 1588 [X].
5.27.1.2.3 
Detection of (g)PTP Sync and Announce timeouts

The procedure described in this subclause is applicable when the PTP instance in 5GS is configured to operate as a time-aware system or as a Boundary Clock, and the the PTP grandmaster is external to the 5GS. 
The TSN AF or NEF may subscribe for the Sync or Announce receipt timeout events from the NW-TT via BMIC. 
The NW-TT shall be able to determine the timeout of the reception of (g)PTP Announce (when the 5GS operates as a time-aware system or Boundary Clock) and gPTP Sync messages (when the 5GS operates as time-aware system). To enable this, the NEF or TSN AF shall configure the NW-TT for the following Port Management Information via PMIC for each PTP port in NW-TT and DS-TT, as described in clause 5.27.1.X
:
portDS.announceReceiptTimeout (for time-aware system and Boundary Clock),
portDS.syncReceiptTimeout (for time-aware system).
portDS.logAnnounceInterval (for Boundary Clock)
The NW-TT shall compute and maintain the time when the Announce and Sync timeout event occurs for the PTP port in a Slave state. When the 5GS is configured to operate as a time-aware system, the NW-TT shall determine the Sync and Announce message interval for the PTP Port at the other end of the link to which the Slave PTP Port in 5GS is attached, as described in IEEE Std 802.1AS [104]. When the 5GS is configured to operate as a Boundary Clock, the NW-TT shall determine Announce interval based on the configuration of the Slave port in 5GS, as described in the IEEE Std 1588 [X].   
Upon detection of the Sync or Announce timeout event, if the NW-TT is configured to use BMCA procedure, the NW-TT shall re-evaluate the DS-TT and NW-TT port states as described in clause 5.27.1.5. If the NW-TT determines that the conditions to report the Sync or Announce receipt timeout events are met, the NW-TT reports the event to TSN AF or NEF using BMIC signalling. Based on this, TSN AF or NEF may enable or disable the grandmaster functionality in DS-TT or NW-TT using PMIC signalling.
5.27.1.2.4 
Transport protocols for distribution of grandmaster clock 
5.27.1.2.4.1
Transport protocol for gPTP messages

gPTP shall be transported in Ethernet frames as described in IEEE Std 802.1AS [104]. The Ethertype as defined for gPTP shall be used. The related Ethernet frames carry the gPTP multicast Ethernet destination MAC address. The gPTP transport shall use Ethernet PDU Session type.
5.27.1.2.4.2
Transport protocols for PTP messages

The time synchronization service in 5GS shall be configured to use one of the following transport protocols:

1)  Ethernet as described in Annex E in IEEE Std 1588 [X]. The Ethertype as defined for PTP shall be used. The related Ethernet frames carry the PTP multicast Ethernet destination MAC address.

2)  UDP over IPv4 as described in Annex C in IEEE Std 1588 [X], 

3)
UDP over IPv6 as described in Annex D in IEEE Std 1588 [X]. 

Option 1 applies to Ethernet PDU Session type. Options 2 and 3 apply to Ethernet PDU Session and IP Session types. 

5.27.1.3
Support for multiple (g)PTP domains

Each (g)PTP domain sends its own (g)PTP messages. The (g)PTP message carries a specific PTP "domainNumber" that indicates the time domain they are referring to. The PTP port in ingress TT makes ingress timestamping (TSi) for the (g)PTP event messages of all domains and forwards the (g)PTP messages of all domains to the egress TT as specified in clause 5.27.1.2.2.

The PTP port in the egress TT receives the original PTP GM clock timing information and the corresponding TSi via (g)PTP messages for one or more (g)PTP domains. The PTP port in the egressTT then makes egress timestamping (TSe) for the (g)PTP event messages for every (g)PTP domain. Ingress and egress time stamping are based on the 5G system clock at NW-TT and DS-TT.

NOTE 1:
An end-station can select PTP timing information of interest based on the "domainNumber" in the (g)PTP message.

The process described in clause 5.27.1.2.2 is thus repeated for each (g)PTP domain between a DS-TT and the NW-TT it is connected to.

NOTE 2:
If all (g)PTP domains can be made synchronous and the synchronization can be provided by the 5G clock, the NW-TT generates the (g)PTP event messages of all domains using 5G clock, the NW-TT output ports towards the connected PTP networks propagate the 5G clock via (g)PTP messages (i.e. the 5G system acts as an IEEE Std 802.1AS [104] or IEEE Std 1588 [X] compliant grandmaster for all the (g)PTP domains). When the (g)PTP event messages require to be forwarded toward DS-TT, the NW-TT makes the time generating the (g)PTP event message as TSi and sets the cumulative rateRatio value with 1.
NOTE 3:
This Release of the specification supports multiple gPTP domains as defined in IEEE Std 802.1AS [104], and the TSN AF does not participate in the gPTP time synchronization process. If a 5GS TSN bridge supports stream gates and/or transmission gates as defined in IEEE Std 802.1Q [98], then they operate based on a single given gPTP domain.
5.27.1.5
Distribution of Announce messages and best master clock selection

The procedure described in this subclause is applicable when the PTP instance in 5GS is configured to operate as a time-aware system or as a Boundary Clock. 
The externally-observable behaviour of the Announce message handling by 5GS needs to comply with IEEE Std 802.1AS [104] or IEEE Std 1588 [X], respective to the configured mode of operation.

NOTE:
If 5GS acts as a transparent clock, the NW-TT or DS-TT needs not to keep track of the TSC GM time. The 5GS does not maintain the PTP port states; the ingress PTP messages received on a PTP Port are retransmitted on all other PTP Ports of the Transparent Clock subject to the rules of the underlying transport protocol.
The TSN AF or NEF may subscribe for the BMCA result report from the NW-TT via BMIC. The subscription contains the conditions that need to be reported, e.g. the current PTP port states, any changes to the current PTP port states, better Announce is received, or Sync or Announce receipt timeout expires.
The DS-TT forwards the received Announce messages to NW-TT over User plane.

The NW-TT maintains the PTP port state for each DS-TT port and NW-TT port. The PTP port states may be determined by NW-TT either via:
-
Method a), BMCA procedure.

-
Method b), local configuration.
Local configuration for Method b) is described in subclause 5.27.1.z for Boundary Clock and in subclause 5.28 for time-aware system.

When Method a) is used (PTP port states are locally configured in NW-TT), the following applies:
-
When the PTP GM is external to the 5GS, for one of the NW-TT or DS-TT ports (per each PTP domain) the PTP port state is Slave and for all other NW-TT and DS-TT ports of the same PTP domain the PTP port state is either Passive or Master (depending on implementation).

-
When the 5GS is configured as master (5G GM) for a PTP domain for the connected networks, all NW-TT ports and DS-TT ports are in Master state for that PTP domain.

When the Method a) is used (PTP port states are determined by BMCA procedure), the NW-TT needs to process the received Announce messages (from NW-TT port(s) and over user plane from the DS-TT(s)) for BMCA procedure, determine port states within the 5GS, and maintain Master-Slave hierarchy.

When the NW-TT is determined to be the grandmaster function for PTP ports in DS-TT and NW-TT, the NW-TT generates the Announce messages for the Master ports on the NW-TT and DS-TT(s). The NW-TT/UPF forwards the generated Announce messages to the PDU session(s) related to the Master ports on the DS-TT(s).

When the PTP GM is external to the 5GS, the NW-TT regenerates the Announce messages based on the received Announce messages for the Master ports on the NW-TT and DS-TT(s). The NW-TT/UPF forwards the regenerated Announce messages to the PDU session(s) related to the Master ports on the DS-TT(s).

When the DS-TT(s) is determined to be the grandmaster function for PTP ports in DS-TT and NW-TT, the DS-TT generates the Announce messages for the Master port in this DS-TT and the NW-TT generates the Announce messages for the Master ports in the NW-TT.

5.27.1a
Periodic deterministic QoS

This feature allows the 5GS to support periodic deterministic communication where the traffic characteristics are known a-priori, and a schedule for transmission from the UE to a downstream node, or from the UPF to an upstream node is provided via external protocols outside the scope of 3GPP (e.g. IEEE 802.1 TSN).

The features include the following:

-
Providing TSC Assistance Information (TSCAI) that describe TSC flow traffic patterns at the gNB ingress and UE egress interfaces for traffic in downlink and uplink direction, respectively;
-
Support for hold & forward buffering mechanism (see clause 5.27.4) in DS-TT and NW-TT to de-jitter flows that have traversed the 5G System.

5.27.2
TSC Assistance Information (TSCAI)

NOTE 1:
This clause assumes that PSFP information as defined in IEEE Std 802.1Q [98] and Table 5.28.3.1-1is provided by CNC. PSFP information may be provided by CNC if TSN AF has declared PSFP support to CNC. TSN AF indicates the support for PSFP to CNC only if all the DS-TT and NW-TT ports of the 5GS Bridge have indicated support of PSFP. Means to derive TSCAI if PSFP is not supported by 5GS and/or the CNC are beyond the scope of this specification.

TSC assistance information describes TSC traffic characteristics for use in the 5G System. The knowledge of TSN traffic pattern is useful for the gNB to allow it to more efficiently schedule periodic, deterministic traffic flows either via Configured Grants, Semi-Persistent Scheduling or with dynamic grants. TSC assistance information, as defined in Table 5.27.2-1, is provided from SMF to 5G-AN, e.g. upon QoS Flow establishment. The TSCAI parameters are set according to corresponding parameters obtained from the TSN AF, when available. The TSN AF may be able to identify the ingress port and thereby the PDU session as described in clause 5.28.2.

The TSN AF interfaces towards the CNC for the PSFP (IEEE Std 802.1Q [98]) managed objects that correspond to the PSFP functionality implemented by the DS-TT and the NW-TT. Thus, when PSFP information is provided by the CNC, the TSN AF may extract relevant parameters from the PSFP configuration. The TSN AF calculates traffic pattern parameters (such as burst arrival time with reference to the ingress port and periodicity). TSN AF also obtains the flow direction as specified in clause 5.28.2. TSN AF is responsible for forwarding these parameters in TSC Assistance Container to the SMF (via PCF). TSN AF may enable aggregation of TSN streams if the TSN streams belong to the same traffic class, terminate in the same egress port and have the same periodicity and compatible Burst arrival time. One set of parameters and one container are calculated by the TSN AF for multiple TSN streams to enable aggregation of TSN streams to the same QoS Flow.

Annex I describe how the traffic pattern information is determined.

NOTE 2:
Further details of aggregation of TSN streams (including determination of burst arrival times that are compatible so that TSN streams can be aggregated) are left for implementation.

In this case, TSN AF creates one TSC Assistance Container for the aggregated TSN streams. The SMF will bind PCC rules with a TSC Assistance Container as described in clause 6.1.3.2.4 of TS 23.503 [45]. The SMF derives TSCAI on a per QoS Flow basis and sends it to 5G-AN. The Burst Arrival Time and Periodicity component of the TSCAI that the SMF signals to the 5G-AN are specified with respect to the 5G clock. The SMF is responsible for mapping the Burst Arrival Time and Periodicity from a TSN clock to the 5G clock based on the time offset and cumulative rateRatio between TSN time and 5GS time as measured and reported by the UPF.

The TSCAI parameter determination in SMF is done as follows:

-
For traffic in downlink direction, the SMF corrects the Burst Arrival Time in the TSN Assistance Container based on the latest received time offset measurement from the UPF and sets the TSCAI Burst Arrival Time as the sum of the corrected value and CN PDB as described in clause 5.7.3.4, representing the latest possible time when the first packet of the data burst arrives at the AN.

-
For traffic in uplink direction, the SMF corrects the Burst Arrival Time in the TSN Assistance Container based on the latest received time offset measurement from the UPF and sets the TSCAI Burst Arrival Time as the sum of the corrected value and UE-DS-TT Residence Time, representing the latest possible time when the first packet of the data burst arrives at the egress of the UE.

-
The SMF corrects the Periodicity in the TSN Assistance Container by the previously received cumulative rateRatio from the UPF and sets the TSCAI Periodicity as the corrected value.

-
The SMF sets the TSCAI Flow Direction as the Flow Direction in the TSN Assistance Container.

NOTE 3:
In order for the TSN AF to get Burst Arrival Time, Periodicity on a per TSN stream basis, support for IEEE Std 802.1Q [98] (as stated in clause 4.4.8.2) Per-Stream Filtering and Policing (PSFP) with stream gate operation is a prerequisite.

In the case of drift between TSN GM clock and 5G clock, the UPF updates the offset to SMF using the N4 Report Procedure as defined in TS 23.502 [3] clause 4.4.3.4. In the case of change of cumulative rateRatio between TSN time and 5G time, the UPF updates the cumulative rateRatio to SMF using the N4 Report Procedure as defined in TS 23.502 [3] clause 4.4.3.4. The SMF may then trigger a PDU Session Modification as defined in TS 23.502 [3] clause 4.3.3 in order to update the TSCAI to the NG-RAN without requiring AN or N1 specific signalling exchange with the UE.

NOTE 4:
In order to prevent frequent updates from the UPF, the UPF sends the offset or the cumulative rateRatio only when the difference between the current measurement and the previously reported measurement is larger than a threshold as described in TS 23.502 [3] clause 4.4.3.4.

The SMF may update the TSCAI to the NG-RAN as part of handover procedure as defined in TS 23.502 [3] clauses 4.9.1.2.2 and 4.9.1.3.2.

Table 5.27.2-1: TSC Assistance Information

	Assistance Information
	Description

	Flow Direction
	The direction of the TSC flow (uplink or downlink).

	Periodicity
	It refers to the time period between start of two bursts.

	Burst Arrival time
	The latest possible time when the first packet of the data burst arrives at either the ingress of the RAN (downlink flow direction) or egress interface of the UE (uplink flow direction).


5.27.3
Support for TSC QoS Flows

TSC QoS Flows use a Delay-critical GBR resource type and TSC Assistance Information. TSC QoS Flows may use standardized 5QIs, pre-configured 5QIs or dynamically assigned 5QI values (which requires signalling of QoS characteristics as part of the QoS profile) as specified in clause 5.7.2. For each instance of Periodicity, within each Period (defined by periodicity value), TSC QoS Flows are required to transmit only one burst of maximum size MDBV within the 5G-AN PDB. Known QoS Flow traffic characteristics provided in the TSCAI may be used to optimize scheduling in the 5GS.

The following is applicable for the QoS profile defined for TSC QoS Flows:

1.
The TSC Burst Size may be used to set the MDBV as follows:

The maximum TSC Burst Size is considered as the largest amount of data within a time period that is equal to the value of 5G-AN PDB of the 5QI that was set for this traffic class. The maximum value of TSC Burst Size should be mapped to a 5QI with MDBV that is equal or higher. This 5QI also shall have a PDB value that satisfies the bridge delay capabilities (see clause 5.27.5 for more details) reported for the corresponding traffic class. For TSC QoS Flows, the Maximum Burst Size of the aggregated TSC streams to be allocated to this QoS Flow can be similarly mapped to a 5QI with MDBV value that is equal or higher, and the PDB of this 5QI shall also satisfy the bridge delay capabilities reported.

2.
The PDB is explicitly divided into 5G-AN PDB and CN PDB as described in clause 5.7.3.4. Separate delay budgets are necessary for calculation of expected packet transmit times on 5G System interfaces. For the TSC QoS Flow, the5G-AN PDB is set to value of 5QI PDB minus the CN PDB as described in clause 5.7.3.4. The CN PDB may be static value or dynamic value and is up to the implementation of 5GS bridge.
3.
The Maximum Flow Bitrate calculated by the TSN AF as per Annex I.1 may be used to set GBR. In this case, MBR is set equal to GBR.
4.
ARP is set to a pre-configured value.

5.27.4
Hold and Forward Buffering mechanism

DS-TT ports and NW-TT ports support a hold and forward mechanism to schedule traffic as defined in IEEE Std 802.1Q-2018 [98] if 5GS is to participate transparently as a bridge in a TSN network. That is, the hold and forward buffering mechanism in this release of the specification provides externally observable behavior identical to scheduled traffic with up to eight queues (clause 8.6.8.4 in IEEE Std 802.1Q-2018 [98]) and with protected windows (Annex Q.2 in IEEE Std 802.1Q-2018 [98]). Frames are only transmitted from a given buffer according to the open time interval of the corresponding transmission gate; otherwise, frames are hold back (which corresponds to a closed transmission gate). The protected windows scheme implies that only a single transmission gate is open at any single time. Thus, the Hold and Forward buffering mechanism allows PDB based 5GS QoS to be used for TSC traffic.

To achieve externally observable behavior according to the protected windows scheme, 5GS provides AdminControlList, AdminBaseTime, AdminCycleTime and TickGranularity as defined in IEEE Std 802.1Q [98] on a per Ethernet port basis to DS-TT and NW-TT for the hold and forward buffering mechanism as described in clause 5.28.3.

NOTE:
The details of how Hold and Forward buffering mechanism is provided by the TSN Translator is up to implementation.

5.27.5
5G System Bridge delay

In order for the 5G System to participate as a TSN bridge according to transmission gate schedules specified, the 5GS Bridge is required to provide Bridge Delays as defined in IEEE Std 802.1Qcc [95] for each port pair and traffic class of the 5GS bridge to an IEEE 802.1 TSN system. In order to determine 5GS Bridge Delays, the following components are needed:

1.
UE-DS-TT Residence Time: the time taken within the UE and DS-TT to forward a packet between the UE and DS-TT port. UE-DS-TT Residence Time is provided at the time of PDU Session Establishment by the UE to the network.
NOTE 1:
UE-DS-TT Residence Time is the same for uplink and downlink traffic and applies to all traffic classes.

2.
Per traffic class minimum and maximum delays between the UE and the UPF/NW-TT that terminates the N6 interface (including UPF and NW-TT residence times), independent of frame length that a given 5GS deployment supports. The per-traffic class delays between the UE and the UPF/NW-TT are pre-configured in the TSN AF (see clause 5.28.4).

The TSN AF calculates the 5GS independentDelayMin and independentDelayMax values for each port pair and for each traffic class using the above components.

The dependentDelayMin and dependentDelayMax for 5GS Bridge specify the time range for a single octet of an Ethernet frame to transfer from ingress to egress and include the time to receive and store each octet of the frame, which depends on the link speed of the ingress Port as per IEEE Std 802.1Qcc [95].

NOTE 2:
Further details how TSN AF determines dependentDelayMin and dependentDelayMax are up to implementation.

Since Residence times may vary among UEs and per traffic class delay between the UE and the UPF/NW-TT may vary among UPFs, the 5GS Bridge Delay is determined after the PDU Session Establishment for the corresponding UPF and the UE by the TSN AF. The TSN AF deduces the related port pair(s) from the port number of the DS-TT Ethernet port and port number of the NW-TT Ethernet port(s) of the same 5GS Bridge when the TSN AF receives the 5GS Bridge information for a newly established PDU Session and calculates the bridge delays per port pair.

<<< Next change >>>
Annex H (normative):
PTP usage guidelines

H.1
General
This Annex provides guidelines on the use of certain specific IEEE parameters and protocol messages in the case of TSN as described in clause 5.27.

H.2
Signalling of ingress time for time synchronization
The ingress time is provided from the ingress TT (NW-TT/UPF or DS-TT/UE), if supported, to the egress TT as part of a PTP event (e.g. Syncor Follow_up) message using the Suffix field defined in clause 13.4 of IEEE Std 1588 [X]. The structure of the Suffix field follows the recommendation of clause 14.3 of IEEE Std 1588 [X], with an organizationId specific to 3GPP, an organizationSubType referring to an ingress timestamp, and data field that carries the ingress timestamp encoded as specified in clause 5.3.3 of IEEE Std 1588 [X]. TS 24.535 [117] specifies the coding of the ingress timestamp in the (g)PTP event messages.

H.3
Void



H.x
Path and Link delay measurements
PTP ports in DS-TT and NW-TT may support the following delay measurement mechanisms:

-
Delay request-response mechanism as described in IEEE Std 1588 [X] clause 11.3;

-
Peer-to-peer delay mechanism as defined in IEEE Std 1588 [X] clause 11.4;

-
Common Common Mean Link Delay Service.

Depending on the measurement mechanisms supported by DS-TT and NW-TT as well as the configured clock mode of 5GS, the the PTP ports in DS-TT and NW-TT are configured as follows:
-
PTP ports configured to operate as a time-aware system according to IEEE Std 802.1AS [104] may be configured to use the peer-to-peer delay mechanism or Common Mean Link Delay Service;

-
PTP ports configured to operate as a Boundary Clock according to IEEE Std 1588 [X] may be configured to use the delay request-response mechanism, the peer-to-peer delay mechanism or Common Mean Link Delay Service;

PTP ports in 5GS configured to operate as a peer-to-peer Transparent Clock according to IEEE Std 1588 [X] shall use the peer-to-peer delay mechanism.

PTP ports in 5GS configured to operate as an end-to-end Transparent Clock according to IEEE Std 1588 [X] do not actively participate in path and link measurements mechanisms but shall calculate and add residence time and delay asymmetry information to PTP messages as defined in IEEE Std 1588 [X] clause 10.2.2. 

The residence time in end-to-end Transparent Clock is calculated as follows:

-
Upon reception of a PTP Delay_Req message from the upstream PTP instance, the ingress TT (i.e. NW-TT or DS-TT) makes an ingress timestamping (TSi) for the message. 

-
The ingress timestamp is conveyed to the egress TT via the PDU Session as described in Annex H.2.

-
The PTP port in the egress TT then creates egress timestamping (TSe) for the PTP message for external PTP network. The difference between TSi and TSe is considered as the calculated residence time spent within the 5G system for this PTP message expressed in 5GS time. 

-
The PTP port in the egress TT modifies the payload of the PTP message that it sends towards the downstream PTP instance as follows:

-
Adds the calculated residence time to the correction field.

-
Removes Suffix field that contains TSi.

<<< End of changes >>>
�To be updated


�I think this can be removed, it is not complete and it is described better in the next clause.


�QC





