TSG-SA Working Group 2 meeting #4	TSGS2(99)194


Yokohama 19-21 April 1999








Agenda Item: 	23.20, Key Issue: Iu_PS user plane


Source: 	Alcatel


Title: 	Load sharing on Iu for IP domain user plane


Document for:	23.20 Change





This document proposes a solution to ensure load sharing on Iu for IP domain user plane. 


1	Description of the issue


The CN (Core Network) and the RNC are connected on Iu for IP domain user plane according to the following rules (extracted from 23.20):


The protocol architecture for the User Plane of the Iu interface towards the IP domain shall be based on the same principles as for the (evolved) Gn interface, i.e. user plane part of GTP/UDP/IP shall be used for tunneling of end user data packets over the Iu interface


One or several AAL5/ATM Permanent VCs may be used as the common layer 2 resources between the UTRAN and the 'IP domain' of the CN. The reason for usage of several permanent AAL5/ATM VCs may e.g. be for load sharing and redundancy. It is also possible to use one switched VC per user flow (PDP context or radio access bearer). 





The question then arises on how to ensure the load sharing considering that the CN and the RNC are made up of:


Interface functions (terminating at least the ATM and the underlying transmission layers)


Some switching capacity. 


Processing functions ensuring the GTP termination and the GTP level switching


(In the RNC) between a Radio Bearer (corresponding to an AAL2 connection on Iub) and the GTP tunnel on Iu. This may include the support of RLC.


(In the SGSN in case of architecture “with limited SGSN in the user plane”) between the GTP tunnel on Iu and the GTP tunnel on Gn. This includes the associated charging and interception (LI).


(In the GGSN in case of architecture “without SGSN in the user plane”) between the GTP tunnel on Iu/Gn and the Gi interface. This includes the associated charging.





It should be considered that the GTP processing functions on the UTRAN side and on the CN side of the Iu interface are likely to have different capacities and that these capacities are likely to be well below the capacity of an STM1 link. Load-sharing mechanism used on Iu shall allow splitting the whole Iu traffic between the GTP processing functions on each side of the interface.


Hence on the Iu interface there is a need of having more than one big fat pipe to carry the IP domain user plane.





Although this study is made under the assumption of the architecture “with limited SGSN in the user plane”, most of the results apply also in case of the architecture “without SGSN in the user plane”. In this latter case, GGSN has to be taken instead of SGSN. Unless explicitly stated, ATM PVC is assumed.


2	Proposed solution


2.1.1	Case of RNC based on ATM switching and CN based on IP switching


Addressing needed by this configuration


In this case, 


The RNC needs to associate an ATM VC (in fact a PVC) on Iu with one GTP processing function. Then the ATM switching function in the RNC can send the downstream packets received on Iu to the GTP processing function that can handle them.


The CN needs to associate an IP @ on Iu with one GTP processing function. Then the IP switching function in the SGSN can send the upstream packets received on Iu to the GTP processing function that can handle them. 


�


Figure � SEQ Figure \* ARABIC �1�: RNC switching in ATM and IP switching in CN: functional split


Note that for the CN


(In case of architecture “with limited SGSN in the user plane”) the GTP processing, IP switching and ATM interface are different parts of the SGSN (the IP switching and ATM interface being in the same physical box: a router


(In case of architecture “without SGSN in the user plane”) the IP switching and ATM interface correspond to the GPRS backbone (set of routers) while the GTP processing corresponds to a GGSN.





Proposal of solution


There is one IP address per GTP processing function (whatever its location is: in the RNC or in the CN). Only one ATM connection per GTP processing function in the RNC is needed.
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Figure � SEQ Figure \* ARABIC �2�: RNC switching in ATM and IP switching in CN: flow diagram


When a new #i GTP processing function in RNC is created, the IP switching in the CN is given a new static route corresponding to the mapping between the IP @ of this GTP processing function in RNC and a corresponding permanent VC: RNC GTP #i IP @ <---> PVC #i association. A semi-permanent connection internal to the RNC allows to send all the traffic of PVC #i to #i GTP processing function in RNC. The bandwidth of the PVC #i is equal to the amount of traffic that the #i GTP processing function in RNC can handle. The PVC is terminated at the CN side of the Iu interface.





Upon PDP context activation, the CN allocates a GTP processing function to this PDP context (CN GTP #j). The way this allocation is carried out is out of the scope of the standardization. 


When the CN control function requests the establishment of a RAB (Radio Access Bearer) associated with this PDP context, the CN specifies the IP @ of the GTP processing function allocated to this PDP context (CN GTP #j IP @).


The RNC allocates a GTP processing function to this RAB context (RNC GTP #i). The way this allocation is carried out is out of the scope of the standardization.


In the response to the CN request, the RNC specifies the IP @ of the GTP processing function allocated to this RAB (RNC GTP #i IP @).





When it sends downstream traffic in this RAB, the GTP processing function in the CN sends the packet to the RNC IP @ corresponding to the PDP context (RNC GTP #i IP @). The IP switching function in the CN retrieves the ATM PVC corresponding to the RNC GTP #i IP @ in the mapping table in step 0. When the packet is received by the ATM switching in the RNC it is switched at ATM level to #i GTP processing function in RNC.


When it sends upstream traffic in this RAB, the #i GTP processing function in the RNC sends the packet to the CN IP @ corresponding to the PDP context (CN GTP #j IP @). The packet is sent on the PVC terminated in #i GTP processing function in RNC. The IP switching function in the CN forwards the packet to the right GTP processing function in the CN using the destination address of this packet (CN GTP #j IP @).





The same mechanism is needed at SRNS relocation: the CN shall be able to send to the target SRNC the IP address of the GTP processing function in CN associated with each Radio Access Bearer to relocate on the target SRNC. In response, the target SRNC shall be able to send to the CN the IP address of the GTP processing function in target SRNC associated with each Radio Access Bearer to relocate.


2.1.1.1	Specific case of ATM SVC on the interface


In case of use of SVC on the interface, the solution relies on the use of "Classical IP over ATM" (IETF RFC 2225 and RFC 1483) on Iu. An ATM Address Resolution Protocol Server (A_ARPS) stores the relationship between the IP address of the GTP processing function in CN and an ATM address (E164 address). When a new GTP processing function is created in the CN, a registration is sent to the A_ARPS (this is done instead of step 0 above). This registration contains the IP address and the ATM address of the GTP processing function in CN.


Upon RAB establishment request received from the CN, before establishing an associated SVC, the RNC retrieves the ATM address of the GTP processing function in CN from the A_ARPS.





2.1.2	Case of RNC based on IP switching and CN based on ATM switching


This case is exactly the symmetrical of the former case and works the same way.


2.1.3	Case of RNC and CN based on IP switching 


The policy described for the Case of “RNC based on ATM switching and CN based on IP switching” applies: when an entity on Iu (either RNC or CN) receives a packet, the IP switching function forwards the packet to the right GTP processing function, using the destination IP address.


2.1.4	Case of RNC and CN based on ATM switching 


In this kind of architecture it is only the ATM level that is used to switch the traffic in the IP domain user plane. If 


Use of PVC on Iu


The number of PVC to be established is very high: it is equal to the number of GTP processing function in the RNC multiplied by the number of GTP processing function in the CN. If the architecture “without SGSN in the user plane” applies, there are as many PVC as the number of GGSN in the network multiplied by the number of GTP processing function in all the RNC of the network. This seems unrealistic. Hence this case is not considered.


Use of SVC on Iu


The policy described in section 2.1.1.1 (use of an A_ARP Server) applies.





3	Conclusion


It is proposed that the following text is included in chapter 7.2 Iu interface of 23.20 [1]:


 To ensure the necessary load sharing on the Iu_PS interface, 


When the CN requests the establishment of a Radio Access Bearer (associated with a PDP context) or at SRNS relocation for all Radio Access Bearers (associated with PDP contexts) of an UE, the CN specifies the IP address of the packet processing function allocated to this / each of these PDP context(s) in the CN.


In the response to the CN request, the RNC specifies the IP address of the packet processing function allocated to this / each of these Radio Access Bearer(s) in the RNC.


When it sends downstream traffic in a RAB, the packet processing function in the CN sends the packet to the RNC IP @ received from the SRNC at RAB establishment or at SRNS relocation. 


When it sends upstream traffic in this RAB, the packet processing function in the RNC sends the packet to the CN IP @ received from the CN at RAB establishment or at SRNS relocation.





4	References


(1(	UMTS 23.20, version 1.6.0


	

















