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1.	Introduction
We have a number of IMS5GS test cases where there is more than one remote UE. Such remote UEs will, in real deployments, have different addresses and benefit from dedicated routing support. Our test cases however largely treat all such remote UEs the same and, hence, do not confront the UE or DUT (Device Under Test) with a realistic scenario. While we do not encounter UE failures at this time, it is questioned if our design is challenging and realistic enough.
2.	Discussion
Let us consider IMS5GS test case 8.34 “Three way session creation / Voice / 5GS” as an example. In this test case, A sets up adhoc multiparty call with B and C by exercising the following sequence (all parties use preconditions):
a) A sets up call with B
b) A puts B on hold
c) A sets up call with C
d) A puts C on hold
e) A calls conference factory
f) A invites B and C to the conference call via REFER requests 
This discussion is foremost on step c). 
When A calls C by sending INVITE, our design is such that the SS sends C the same SDP body as it did for B in the 183 Session Progress response specified in 34.229-5 cl A.4.1 step 3. In this SDP body, SS lists the IP address and, for the intended media stream, the port number of the remote UE. And these, IP address and port number, are the same for B and C then. This is problematic by itself – imagine a UE that would compare the information received and then balk about having to set up two calls to allegedly different UEs B and C that show the same address information (same IP address, same port). 
On the bright side, it has to be stated that this design has been used for years now (it was inherited from LTE tests) such that the likelihood of future UE failures seems slim. Our focus should therefore be on confronting the UE with a more realistic, and potentially more challenging setup.
When investigating the issue, we wondered about why UEs behave the way they behave – actually, that started the entire discussion: When A sets up a call with C, observed UE behavior is that UE A indicates in SDP body in INVITE that it does not have resources available by declaring “a=curr:qos local none”. This is although the DRB (Data Radio Bearer) for voice had been established when setting up call with B, and this DRB is also used for the call with C now – this is a hint to look at the resources beyond radio bearers, i.e., NAS level resources. SS behavior following such INVITE is then as described above in 183 Session Progress response. And this response seemingly suffices for the UE to proceed. 
[bookmark: _GoBack]Hence, the more interesting aspect is in how we use the NAS layer in the scenario at hand: when the call to C is set up, we do nothing in NAS (no PDU session modification), and therefore we use same PDU connection, same QoS flow, same packet filter list for both calls. The packet filters in question, e.g., packet filter list #6 in TS 38.508-1 Table 4.8.2.2-6, give port range information which would be same for both calls then. While this seems fine from a core spec point of view (and there will be scenarios where different UEs actually use the same port number), we should discuss if we should not use different packet filters and flows for different remote UEs, maybe enhanced with remote IP address information. For more refined packet filter information, TS 24.501 cl 9.11.4.13 gives a list of possibilities. 
The IMS5GS test cases affected are, upon initial investigation: 7.24, 7.24a, 7.24b, 8.8, 8.34, 8.35, 8.36, 8.37, 8.38, 8.41.
3.	Proposals
Decide between the following two alternatives:
A. Do nothing, as long as we do not encounter UE failures.
B. Enhance NAS layer routines in order to become more realistic.


