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1	Background
During RAN5#93-e meeting, document R5-218448 ‘Discussion on statistical testing’ was treated. Mistakes in existing early pass/fail limit of 36.521-1 and 38.521-1 were identified, and corrections were proposed. The proposal was not endorsed by the group since more time was requested by companies to check the simulation. 
In order to conclude on the topic, following aspects need to be considered.
1) Reach consensus on the simulation method
2) Decide on one of following options:
a) Option 1: Keep current early pass/fail limit as much as possible. Reselect parameter set { df , clp} to align with current pass/fail limit
b) Option 2: Optimize the early pass/fail limit to achieve 5% false pass/fail probability through further simulation. Parameter set { df , clp} are updated accordingly.
This document provides some thought on the topic.
2	Description of the problem
As per TS 36.521-1 clause G.7.10, the method of calculating the early pass/fail limit is:


Where
-	fail(..) is the error ratio for the fail limit
-	pass(..) is the error ratio for the pass limit
-	ER is the specified error ratio 0.05
-	ne is the number of bad results. This is the variable in both equations
-	M is the Bad DUT factor M=1.5
-	df is the wrong decision probability of a single (ne,ns) co-ordinate for the fail limit. 
	It is found by simulation to be df = 0.004
-	clp is the confidence level of a single (ne,ns) co-ordinate for the pass limit.
It is found by simulation to be clp = 0.9975
-	qnbinom(..): The inverse cumulative function of the negative binomial distribution
However, it’s noticed existing table of early pass/fail limit in G.2.4 of TS 36.521-1 is not aligned with the parameter set { df = 0.004, clp = 0.9975}. Tracing back the earlier version of specification, the initial calculation was based on { df = 0.004, clp = 0.9975} in TS 36.521-1 v8.2.1 and earlier, but it was updated by R5-094380 which updated the pass/fail limit only without updating the parameter set at the same time.
For NR statistical testing, the Annex H of TS 38.521-1 follows exactly the same method of TS 36.521-1. In order to keep the consistency of RAN5 specification, it’s proposed to update either the early pass/fail limit or the parameter set { df = 0.004, clp = 0.9975} in TS 38.521.
Observation 1: Existing table of early pass/fail limit in G.2.4 of TS 36.521-1 is not aligned with the parameter set { df = 0.004, clp = 0.9975} in G.7.10 of TS 36.521-1. Same problem exists for TS 38.521-1.
Proposal 1: Updating TS 38.521-1 so that the early pass/fail limit and the parameter set { df, clp } are aligned.
With simulation using different parameter sets, it could be seen the pass/fail limit generated by parameter set {df=0.0044, clp=0.9945} is closest to existing table in TS 36.521-1 and TS 38.521-1. 
It should be noted existing pass limit nsp is incorrectly shifted up by one row.
NOTE:	Annex A provided the source code of generating early pass/fail limit based on given parameter set { df, clp }. 
Table 1 Comparison of pass/fail limit TS 36.521-1 and multiple parameter sets
	
	36.521-1
	df=0.004
clp=0.9975
(Existing parameter set in TS 36.521-1)
	df=0.0043
clp=0.9945
	df=0.0044
clp=0.9945
	df=0.0045
clp=0.9945
	df=0.0044
clp=0.9946
	df=0.0044
clp=0.9944
	df=0.0001
clp=0.9945

	ne
	nsp
	nsf
	nsp
	nsf
	nsp
	nsf
	nsp
	nsf
	nsp
	nsf
	nsp
	nsf
	nsp
	nsf
	nsp
	nsf

	0
	67
	N/A
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	1
	95
	N/A
	77
	1
	67
	1
	67
	1
	67
	1
	67
	1
	67
	1
	67
	1

	2
	119
	2
	106
	3
	95
	3
	95
	3
	95
	3
	95
	3
	95
	3
	95
	2

	3
	141
	7
	131
	8
	119
	8
	119
	8
	119
	8
	119
	8
	119
	8
	119
	3

	4
	162
	14
	154
	14
	141
	15
	141
	15
	141
	15
	142
	15
	141
	15
	141
	7

	5
	183
	22
	176
	22
	162
	23
	162
	23
	162
	23
	163
	23
	162
	23
	162
	11

	6
	202
	32
	197
	32
	183
	32
	183
	32
	183
	32
	183
	32
	182
	32
	183
	17

	7
	222
	42
	218
	42
	203
	42
	203
	42
	203
	43
	203
	42
	202
	42
	203
	24

	8
	241
	53
	238
	52
	222
	53
	222
	53
	222
	53
	222
	53
	221
	53
	222
	31

	9
	259
	64
	257
	64
	241
	64
	241
	64
	241
	65
	241
	64
	240
	64
	241
	39

	10
	278
	76
	277
	75
	259
	76
	259
	76
	259
	76
	260
	76
	259
	76
	259
	48

	11
	296
	88
	295
	87
	278
	88
	278
	88
	278
	89
	278
	88
	277
	88
	278
	57

	12
	314
	100
	314
	100
	296
	101
	296
	101
	296
	101
	296
	101
	296
	101
	296
	67

	13
	332
	113
	333
	112
	314
	113
	314
	114
	314
	114
	314
	114
	314
	114
	314
	77

	14
	349
	126
	351
	125
	332
	126
	332
	127
	332
	127
	332
	127
	331
	127
	332
	87

	15
	367
	140
	369
	139
	349
	140
	349
	140
	349
	140
	350
	140
	349
	140
	349
	98

	16
	384
	153
	387
	152
	367
	153
	367
	154
	367
	154
	367
	154
	366
	154
	367
	109

	17
	401
	167
	405
	166
	384
	167
	384
	167
	384
	168
	385
	167
	384
	167
	384
	120

	18
	418
	181
	422
	180
	401
	181
	401
	181
	401
	182
	402
	181
	401
	181
	401
	132

	19
	435
	195
	440
	194
	419
	195
	419
	195
	419
	196
	419
	195
	418
	195
	419
	143

	20
	452
	209
	457
	208
	436
	209
	436
	210
	436
	210
	436
	210
	435
	210
	436
	155

	21
	469
	224
	474
	222
	453
	223
	453
	224
	453
	224
	453
	224
	452
	224
	453
	167

	22
	486
	238
	492
	237
	469
	238
	469
	238
	469
	239
	470
	238
	469
	238
	469
	180

	23
	503
	253
	509
	251
	486
	253
	486
	253
	486
	254
	487
	253
	486
	253
	486
	192

	24
	519
	268
	526
	266
	503
	267
	503
	268
	503
	268
	503
	268
	502
	268
	503
	205

	25
	536
	283
	543
	281
	520
	282
	520
	283
	520
	283
	520
	283
	519
	283
	520
	217

	26
	552
	298
	560
	295
	536
	297
	536
	298
	536
	298
	537
	298
	536
	298
	536
	230

	27
	569
	313
	577
	310
	553
	312
	553
	313
	553
	313
	553
	313
	552
	313
	553
	243

	28
	585
	328
	593
	325
	569
	327
	569
	328
	569
	328
	570
	328
	569
	328
	569
	257

	29
	602
	343
	610
	341
	585
	342
	585
	343
	585
	344
	586
	343
	585
	343
	585
	270

	30
	618
	359
	627
	356
	602
	358
	602
	358
	602
	359
	602
	358
	601
	358
	602
	283

	31
	634
	374
	643
	371
	618
	373
	618
	374
	618
	374
	619
	374
	618
	374
	618
	297

	32
	650
	389
	660
	387
	634
	389
	634
	389
	634
	390
	635
	389
	634
	389
	634
	310

	33
	667
	405
	676
	402
	651
	404
	651
	405
	651
	405
	651
	405
	650
	405
	651
	324

	34
	683
	421
	693
	418
	667
	420
	667
	420
	667
	421
	667
	420
	666
	420
	667
	338

	35
	699
	436
	709
	433
	683
	435
	683
	436
	683
	437
	683
	436
	682
	436
	683
	352

	36
	715
	452
	725
	449
	699
	451
	699
	452
	699
	452
	700
	452
	698
	452
	699
	366

	37
	731
	468
	742
	465
	715
	467
	715
	467
	715
	468
	716
	467
	714
	467
	715
	380

	NOTE: the numbers in red mark the difference between values in TS 36.521-1 and simulation results.



Observation 2: Parameter set {df=0.0044, clp=0.9945} could be taken as a candidate choice for updating TS 38.521-1.
3	Simulation method to confirm the confidence level
As per TS 36.521-1 clause G.2.3, the selection of { df, clp } shall satisfy confidence level = 95%. A more detailed description of how the simulation shall be done is captured in clause G.7.10.
The simulation works as follows:
-	A large population of limit DUTs with true ER = 0.05 is decided against the pass and fail limits.
-	clp    and df   are tuned such that CL (95%) of the population passes and D (5%) of the population fails.
-	A population of Bad DUTs with true ER = M*0.05 is decided against the same pass and fail limits.
-	clp    and df   are tuned such that CL (95%) of the population fails and D (5%) of the population passes.
-	This procedure and the relationship to the measurement is justified in clause G.x.9. The number of DUTs decrease during the simulation, as the decided DUTs leave the population. That number decreases with an approximately exponential characteristics. After 169 bad results all DUTs of the population are decided.
Annex B provides the source code of verifying the confidence level of generated early pass/fail limit with certain parameter set { df, clp }. 10000 DUTs are checked in each run. 
In order to minimize the randomness, it’s proposed to execute 5 runs for each candidate parameter set { df, clp }, and the confidence level is averaged.
Proposal 2: Deciding confidence level of each parameter set { df, clp } using the source code in Annex B. Averaging the result based on 5 runs.
4 Proposed change in TS 38.521-1
With the simulation method described in Proposal 2, the confidence level of different early pass/fail limit is summarized in Table 1.
Table 1	Confidence level of different nsf/nsp values
	
	10000 DUTs with 5% BLER
	10000 DUTs with M*5% BLER
	Comment

	
	P_false_fail
	P_false_pass
	

	nsf/nsp in TS 36.521-1
(nsp in wrong position)
	0.0398
	0.0344
	

	nsf/nsp in TS 36.521-1
(nsp in correct position)
	0.038
	0.0524
	

	df=0.0044
clp=0.9945
	0.0396
	0.0514
	Minimum changes in existing early pass/fail limit

	df=0.006
clp=0.9945
	0.0498
	0.051
	nsf requires update



Observation 3: In order to ensure consistency of RAN5 specification, necessary updates to the early pass/fail limit are needed. There are two options for RAN5 to consider:
Option 1: Updating early pass/fail limit using parameter set 1 {df=0.0044, clp=0.9945}
	Pros: Minimum changes to existing early pass/fail limit
	Cons: The probability of P_false_fail is not close to 5%
Option 2: Updating early pass/fail limit using parameter set 2 {df=0.006, clp=0.9945}
	Pros: The probability of P_false_fail and P_false_pass are close to 5%
[bookmark: _GoBack]	Cons: nsf needs to be updated at many places.
Considering all the analysis that has happened since the year 2008 or even earlier, companies have made a lot effort to achieve the general principles of statistical testing, such as the equations and the expected confidence level. Without sufficient rationale RAN5 shall stick to the principles and update the specific pass/fail limits accordingly.
Proposal 3: Updating early pass/fail limit using parameter set 2 {df=0.006, clp=0.9945}.
5 Summary
The document pointed out the inconsistency within current specification and made following proposals: 
Observation 1: Existing table of early pass/fail limit in G.2.4 of TS 36.521-1 is not aligned with the parameter set { df = 0.004, clp = 0.9975} in G.7.10 of TS 36.521-1. Same problem exists for TS 38.521-1.
Proposal 1: Updating TS 38.521-1 so that the early pass/fail limit and the parameter set { df, clp } are aligned.
Observation 2: Parameter set {df=0.0044, clp=0.9945} could be taken as a candidate choice for updating TS 38.521-1.
Proposal 2: Deciding confidence level of each parameter set { df, clp } using the source code in Annex B. Averaging the result based on 5 runs.
Observation 3: In order to ensure consistency of RAN5 specification, necessary updates to the early pass/fail limit are needed. There are two options for RAN5 to consider:
Option 1: Updating early pass/fail limit using parameter set 1 {df=0.0044, clp=0.9945}
	Pros: Minimum changes to existing early pass/fail limit
	Cons: The probability of P_false_fail is not close to 5%
Option 2: Updating early pass/fail limit using parameter set 2 {df=0.006, clp=0.9945}
	Pros: The probability of P_false_fail and P_false_pass are close to 5%
	Cons: nsf needs to be updated at many places.
Proposal 3: Updating early pass/fail limit using parameter set 2 {df=0.006, clp=0.9945}.
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Annex A	Simulation of early pass/fail limit
With given parameter set { df, clp }, the early pass/fail limit could be generated by below source code using Octave as simulation tool. nsf and nsp denote the early fail limit and early pass limit respectively.
%% --------------------------Source code start --------------------------%%
BLER=0.05;
df=0.0044;
clp=0.9945;
ii = 1;
for ne_target=1:170; 
  nsf(ii)=nbininv(df, ne_target, BLER)+ne_target;
  nsp(ii)=nbininv(clp, ne_target, 1.5*BLER)+ne_target;
  ii = ii+1;
endfor
%% --------------------------Source code end --------------------------%%
The crossing point of early pass and early fail limit is between ne=153 and ne=154. Therefore early pass/fail limit applies only when ne<=153. If ne>153, a fixed pass fail limit is adopted.
[image: ]

NOTE: The description of function nbininv in Octave is as below.
[image: ]

Annex B	Simulation of confidence level
Once early pass/fail limit is generated, below simulation could be performed to confirm whether the confidence level is 95%.
The source code implementing the simulation using Octave is as below.
%% --------------------------False_fail_probobility for BLER=0.05 UE.
user_fail=0; % Counting number of failed UEs out of 10000 UEs
user_pass=0; % Counting number of passed UEs out of 10000 UEs
for nuser = 1:10000 % Overall 10000 users
  ACK_NACK = binornd(1, 0.05, 5000, 1); % Generating ACK/NACK samples based on BLER=0.05 for current UE
  pass_verdict = early_verdict(ACK_NACK, nsp, nsf, 9); % Deciding the verdict of current user. The Function early_verdict is defined below
  if pass_verdict == 1
    user_pass=user_pass+1; % Pass counter ++
  else
    user_fail = user_fail+1; % Fail counter ++
  endif
endfor

P_false_fail = user_fail/10000;

%% --------------------------False_pass_probobility for BLER=0.05*1.5 UE.
user_fail=0; % Counting number of failed UEs out of 10000 UEs
user_pass=0; % Counting number of passed UEs out of 10000 UEs
for nuser = 1:10000 % Overall 10000 users
  ACK_NACK = binornd(1, 0.05*1.5, 5000, 1); % Generating 5000 ACK/NACK samples based on BLER=0.05*1.5 for current UE
  pass_verdict = early_verdict(ACK_NACK, nsp, nsf, 9); % Deciding the verdict of current user. The Function early_verdict is defined below
  if pass_verdict == 1
    user_pass=user_pass+1; % Pass counter ++
  else
    user_fail = user_fail+1; % Fail counter ++
  endif
endfor

P_false_pass = user_pass/10000;

%% --------------------------Function to decide pass/fail for each UE.
function pass_verdict = early_verdict(ACK_NACK, nsp, nsf, N_early_fail_skip)
% nsp and nsf are the early pass/fail limit generated with certain parameter set { df, clp }
% N_early_fail_skip is the number of NACK numbers where no fail verdict is made to avoid hasty false fail.

ne_ind = find(1 == ACK_NACK); %z Returns the index of NACK sample
ne_total = length(ne_ind); % The total number of NACK samples for current UE.

% If the sample number before first NACK is larger than nsp(1), current UE could be decided as early pass
if (ne_ind(1)-1)>= nsp(1)
  pass_verdict=1; %pass
  return; % If current UE is decided as early pass, go to next UE
endif

% With NACK samples 1~N_early_fail_skip, only early pass could be decided. Early fail can’t be decided.
for ne_count = 1:N_early_fail_skip
  if (ne_ind(ne_count))>= nsp(ne_count)
    pass_verdict=1; %pass
    return;
  endif
endfor

% With NACK samples N_early_fail_skip+1~153, early pass or early fail could be decided comparing the NACK sample number and total sample number.
for ne_count = N_early_fail_skip+1:ne_total % Deciding early pass/fail every time a NACK sample is detected.
  if ne_count <= 153 % Early pass/fail applies when NACK sample <=153
    if ne_ind(ne_count)<= nsf(ne_count)
      pass_verdict=0; %fail
      return;
    endif

    if ne_ind(ne_count)>= nsp(ne_count)
      pass_verdict=1; %pass
      return;
endif

  else % If ne_count >153, the pass/fail limit is: error rate =0.0618
    if ne_count /ne_ind(ne_count) < 0.0618
      pass_verdict=1; %pass
      return;
    else
      pass_verdict=0; %fail
      return;
    endif
  endif
endfor
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< nbininv (¥, n, p)
For each element of x, compute the quantile (the inverse of the CDF) at x of the negative binomial
distribution with parameters n and p.

When n is integer this is the Pascal distribution. When n is extended to real numbers this is the Polya
distribution.

‘The number of failures in a Bernoull experiment with success probability p before the n-h success
follows this distribution.
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