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Introduction
In RAN #89e meeting a new WI on NR support for high speed train scenario in FR2 was approved [1]. The objectives of this WI related to performance requirements are as follows:
	· Investigate and specify the following scenarios 
· NR SA single carrier scenario in FR2
· Focused on train roof-mounted high-power devices 
· Single panel, i.e. only one active antenna panel at a time, as baseline antenna assumption 
· The target applicable frequency is up to 30GHz. The candidate frequency bands including band n261, n257 and n258. Target deployment scenario is multi-RRHs share the same cell-ID, the detailed parameters will be investigated and decided in initial phase of WI:
· Number of RRHs per cell
· The distance between adjacent RRHs
· The distance between RRHs and railway track
· The number of SSB per RRH 
· Further study the channel model for FR2 HST
· HST single Tap channel and uni/bi-directional SFN channel shall be studied 
· Other channel model is not precluded 
· Note: whether to introduce single tap channel model and/or SFN channel model will be decided based on further study of channel model for FR2 HST
· The maximum Doppler frequency will be investigated and determined based on operating frequency, velocity and the Rel-15/16 NR design limitations for all UL/DL physical channels.
· The feasibility of supporting speeds of up to a maximum of 350km/h will be investigated. The actual maximum supported velocity in Rel-16 FR2 frequency bands will be decided in this WI.
…
· Specify the RRM performance requirements of measurement accuracy if identified.
· Specify the RRM test cases related to new core requirements. 
· Specify the UE demodulation and BS demodulation requirements based on outcome of channel model and maximum Doppler frequency discussions.


In accordance to the outcome of prior RAN4 studies for LTE HST and NR FR1 scenarios, the performance depends on the underlying deployment, channel model assumptions and transmission mode. Besides that, one of the important aspects is the beam management procedure, which might be challenging in FR2 high UE mobility conditions. In this paper we present initial views on such deployment parameters. The focus of the work is to identify/investigate appropriate system configuration to guarantee reliable FR2 operation for high speed trains.
Discussion
Deployment aspects
LTE and NR FR1 scenarios
High speed train (HST) deployments were extensively studied as a part of LTE Rel-13/14/16 LTE HST SI and WIs and an ongoing Rel-16 NR HST WI. The most widely used scenario is HST multi-RRH deployment. In such deployments UE is connected to a single BBU, which controls multiple RRHs deployed along the railways (Figure 1). The RRHs connected to a single BBU may transmit DL signals in an SFN manner or in DPS manner. For LTE and for NR FR1 multiple RRHs share same cell ID, which is beneficial to ensure SFN transmission and to minimize RRM issues, which may happen due to frequent handover between neighbouring cells in scenarios when each RRH has separate Cell ID and represents a separate cell. 

[image: ]
[bookmark: _Ref16604887]Figure 1. Multi-RRH HST deployment
The HST deployments are typically characterized using the following parameters: 
· Number of RRHs per BBU
· Inter-RRH distance (DS)
· RRH to railway track distance (Dmin).
During the previous LTE and NR FR1 discussions different deployment scenarios were analysed. Scenarios which are used for performance requirements definition are summarized in Table 1.
[bookmark: _Ref16606356]Table 1. Parameters for LTE and NR FR1 HST-SFN deployment
	Scenario
	Number of RRHs
	DS
	Dmin
	Tx mode

	LTE 
	4
	1000 m
	50 m
	SFN

	NR FR1
	4
	700 m
	150 m
	SFN and DPS



Views on NR FR2 scenarios
Distance between adjacent RRHs (Ds), distance between RRHs and railway track (Dmin) and number of RRHs within one cell fully determine propagation conditions and, hence, have a big impact on RRM/Demod performance. In this case to provide reliable system performance these parameters should be chosen in appropriate manner.

Number of RRHs within one cell (per BBU)
Number of RRHs that share same cell ID determines how frequently handover will occur. In case of high UE mobility handover failure rate might be unacceptably high if the number of RRHs within one cell is small. On the other hand, capacity of BBU, that controls each RRH Tx/Rx, is limited and should be taken into account. As an optimal value, 4 RRHs connected to one BBU is used for LTE and NR FR1 HST requirements. As a starting point we suggest reusing this value as baseline for NR FR2.
Proposal #1: 	Consider 4 RRHs per one BBU for FR2 HST deployments.
Subcarrier spacing
DL signal SCS has a direct impact on the maximum supported Doppler frequency and therefore on UE speed. NR FR2 supports 60kHz and 120kHz SCS as mandatory features. It is suggested to consider HST deployments with both SCS in order to optimize system performance for different mandatory configurations. 
Proposal #2:	Consider both 60 kHz and 120 kHz SCSs for FR2 HST deployments.

Deployment parameters
Based on initial RAN1 #102-e discussion in the scope of Rel-17 NR feMIMO WI[2] several candidate options on NR FR2 HST deployments were identified for further evaluations:
· Option 1: Ds=700m, Dmin=150m 
· Option 2: Ds=200-300m, Dmin=30-50m
· Option 2a: Ds=200m, Dmin = 30m
· Option 2b: Ds=300m, Dmin = 50m
· Option 3: Ds=580m, Dmin=5m
The first option is similar to typical FR1 HST deployment parameters. The other two options were proposed for FR2 open space and tunnel deployments. As we see, the suggested inter-RRH distances are quite diverse and are in the range from 200m to 700m. 
In general, inter-RRH distance shall be chosen to ensure proper link budget for particular carrier frequency. Due to higher path loss in FR2 comparing to FR1, typically a much smaller cells are considered for FR2 deployments. In this case it is reasonable to assume smaller Ds value for FR2 HST comparing to FR1 HST deployments. Below we provide initial link budget analysis for different propagation models with the typical simulation assumptions provided in Table 2[3]. A number of antennas per RRH/UE and UE antenna configurations were chosen based on RAN1 assumptions for HST FR2 scenarios. For UE it was assumed that CPE is installed on train roof that is why 4m UE height was considered. RMa LOS and NLOS propagation models from TR 38.901 as well as free space model were assumed for comparison. Propagation distance was calculated in 3D space.
Table 2. Simulation assumptions for DL link budget analysis
	Parameter
	Value

	Carrier frequency
	30 GHz

	RRH Tx Power
	31 dBm

	RRH antenna array model
	[Mg, Ng, M, N, P]=[1, 1, 4, 8, 2]
8dBi per element antenna gain 

	RRH height
	20 m

	Propagation model
	RMa LOS/NLOS, Free Space

	Interference margin
	1 dB

	UE antenna height
	4 m

	UE noise figure
	10 dB

	UE antenna array model
	Option 1 UE PC4: [Mg, Ng, M, N, P]=[1, 1, 2, 4, 2],
Option 2 UE PC3: [Mg, Ng, M, N, P]=[1, 1, 2, 2, 2], 
 5dBi per element antenna gain

	UE RF implementation margin 
	13 dB


The A number of antennas per RRH/UE was chosen based on RAN1 assumptions for HST FR2 scenarios. Typical RRH and UE antenna configurations were chosen according RAN1 discussion on HST FR2. For UE it was assumed that CPE is installed on train roof that is why 4m UE height was considered. 
RMa LOS and NLOS propagation models from TR 38.901 as well as free space model were assumed for comparison. Propagation distance was calculated in 3D space.
link budget was calculated as follows:
	
	(1)


The obtained results are presented on Figure 2 as link budget vs propagation distance for the considered propagation models. In addition, we illustrate the required UE receive signal power level to achieve at least 70% of max achievable throughput for different MCS and MIMO rank combinations. The target SNR for each case was chosen based on UE demodulation performance requirements from TS 38.101-4 for 120 kHz/100MHz SCS/CWB test cases. 
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	Figure 2. Link budget for HST FR2 deployment


Observation #1: Different propagation models impose different restrictions on deployment size
· RMa NLOS: sufficient link budget to guarantee support of 64QAM + Rank 2 can be achieved only in deployments with max propagation distances less than 150m for both PC4 and PC3 UEs.
· RMa LOS: sufficient link budget to guarantee support of 64QAM + Rank 2 can be achieved in deployments with max propagation distances less than 650m and less than 500m for PC4 and PC3 UEs respectively.

In Table 3 we present calculations for max propagation distances in discussed multi-RRH deployments for assumed RRH/UE height. One and two panels per RRH are considered.
Table 3. Max propagation distance
	Deployment
	Option1: Ds=700m, Dmin=150m
	Option 3: Ds=580m, Dmin=5m
	Option 2a: Ds=300m, Dmin = 50m
	Option 2b: Ds=200m, Dmin = 30m

	Max prop. distance
	1 Panel
	716m
	580m
	304m
	202m

	
	2 Panel
	381m
	290m
	159m
	106m


For HST deployments it is more typically to assume LOS propagation model. In this cased based on obtained results from link budget analysis and Table 3 we can conclude that:
Observation #2: In HST FR2 scenario with LOS propagation model
· One panel per RRH configuration: 
· UE PC4 cannot provide operation with 64QAM+Rank2 with  deployment option 1 (Ds=700m, Dmin=150m)
· UE PC3 cannot provide operation with 64QAM+Rank2 with deployment option 1 (Ds=700m, Dmin=150m) and deployment option 3 (Ds=580m, Dmin=5m)
· Two panel per RRH configuration does not impose restrictions on 64QAM+Rank2 operation for all considered deployments
Moreover, we should point out, that obtained results might be too optimistic since they are not taken into account many possible losses like foliage, ice/rain, shadow fading losses which can limit FR 2 operation. In addition, Tx/Rx antenna gains were considered in peak direction.

Impact of propagation delay difference on inter-RRH distance for SFN Tx mode
For SFN Tx mode another important aspect to select appropriate deployment size is a propagation delay difference between different RRHs. In Figure 3 we illustrate receive timing delay for each RRH for the Rel-16 NR FR1 deployment parameters for 15 kHz and 30 kHz SCSs. Based on RAN4 discussion the same deployment parameters are applied for both SCSs. A perfect timing synchronization to the nearest RRH was always assumed. 
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	Figure 3. Receive timing in fraction of CP length for NR HST FR1 scenarios


For 15 kHz SCS the timing of all receive signals is inside the CP length. However, for 30 kHz SCS scenario the receive timing delay from the farthest RRHs exceed the CP length. Potentially, it may bring performance losses due to ISI, but we also need to take into account that receive power of these signals is much lower comparing to signals coming from nearest RRHs. In Figure 4 we present demodulation performance comparison of 15 kHz and 30 kHz scenarios for SFN Tx mode to understand impact of observed ISI. Link-level simulation assumptions are fully aligned with agreed parameters for HST Rel-16 requirements definition.
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	Figure 4. Comparison of demodulation performance in HST-SFN scenario for 15 kHz and 30 kHz SCS


Based on provided results about 0.8 dB difference is observed between scenario with 15 kHz and 30 kHz SCS. The main source of such degradation is ISI produced by signals from farthest RRHs even considering that their power is rather low. 
[bookmark: _Hlk54394757]Observation #3: Performance degradation in SFN Tx mode is observed when RX timing for signals from the farthest RRHs exceeds the CP length.
In this case we can expect large performance degradation for SFN Tx mode if receive timing difference from the second nearest RRH will exceed the CP, length since its power can be compared with power from the nearest RRH. 
In Figure 5 and 6 the same analysis is presented for considered FR2 deployments for 60 kHz and 120 kHz SCS respectively. 
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	Figure 5. Receive timing in fraction of CP length for NR HST FR2 60 kHz SCS scenarios
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	Figure 6. Receive timing in fraction of CP length for NR HST FR2 120 kHz SCS scenarios


Based on obtained results for 60kHz SCS the receive timing delay for the second nearest RRH exceed CP length for deployments with 700m and 580 m inter-RRH distance. For 120 kHz SCS only deployment with 200m can guarantee that signal from second nearest RRH will be inside CP length. 
Observation #4: Performance degradation might be expected for HST FR2 deployment Option 1(Ds = 700m, Dmin = 150m) and Option 3 (Ds = 580m, Dmin = 5m) with SFN Tx mode since receive timing difference even between two nearest RRHs is much higher than CP length.
For DPS Tx mode such degradation will not be observed since UE receive useful signal only from one RRH in one moment of time. The SSB signals are enough robust and we should not expect any problems for them.
Observation #5: Performance degradation will not be observed in HST FR2 DPS Tx mode due to high receive timing difference between RRHs.
Also, supporting of SFN mode requires advanced UE processing. Besides that, WID clearly mentions that baseline UE configuration is single panel UE. It means that only one direction can be covered by UE at each time – towards or backwards. In this case SFN power gain might be fully eliminated. On the other hand, DPS Tx mode is more suitable when we consider directional antennas Tx/Rx antennas. At current stage we suggest focusing studies on both Tx modes but pros and cons especially of SFN mode should be carefully analyzed.
Observation #6: Benefits of using SFN Tx mode for FR2 are not very clear and should be analyzed.
Proposal #3: 	Consider both SFN and DPS Tx modes for further analysis of appropriate Tx scheme for FR2 deployments. For SFN mode link-level and system-level studies are required to prove applicability of such Tx mode for FR2.
Proposal #4: 	For SFN Tx mode consider deployments with only small inter-RRH distance (less than 300m)

Beam coverage 
Parameters to define
Here we would like to discuss several beam related deployment aspects which should be agreed.
Number of panels per RRH
Two possible scenarios are illustrated in the figures 2-1a and 2-1b. Here for the first scenario we consider one panel per RRH pointed to the same direction for all RRHs. This gives us certain limitations on Ds but simplifies both UE and RRH beam management.
For the second scenario we consider two panels per RRH pointed to the opposite directions. Here each RRH covers twice wider area so higher values for Ds may be considered. At the same time such scenario requires UE to be able to receive signal from wide range of angles (for example by having also 2 panels pointed into opposite directions) what will increase the duration of RX beam sweeping.

	

Figure 2-1a. One panel per RRH



	

Figure 2-1b. Two panels per RRH



Proposal #5: 	Define number of panels per RRH as one of the following:
Option 1: one panel per RRH pointed to the same direction for all RRHs (as illustrated in the Figure 2-1a)
Option 2: two panels per RRH pointed to the opposite directions (as illustrated in the Figure 2-1b)

Number of beams per panel
From the beam coverage perspective, the most problematic area is the area in the vicinity of RRH (its projection on the railway). The UE angular speed in this area is very high. Figure 2-2 illustrates the angular speed vs distance from the RRH projection for UE velocity equal to 350 kmph and for different Dmin. High angular speed values mean that UE will pass the beam quickly, what makes beam management very challenging. Table 2-1 demonstrates how much time UE needs to pass the whole beam (in the worst case when beam is directed perpendicular to the railway) assuming its speed is equal to 350kmph. Obviously, higher Dmin gives us better chances to perform beam management in time, but it also increases propagation losses and reduces the length of served railway track.
Table 2-1
	Dmin, m
	Time for UE to pass the beam, ms

	
	30 degree beam
	60 degree beam

	5
	27.5
	59

	50
	276
	594

	150
	826
	1782
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Figure 2-2. UE angular speed from the RRH perspective



Based on this simple analysis it can be concluded that the mentioned problematic area can be served in the following ways:
· By a single wide beam of the nearest RRH. That gives us only one additional beam to the main one which serves the rest of the railway track 
· By the main beam of the neighboring RRH (for scenario from Figure 2-1b this area is covered by neighboring RRHs from both sides). In this case we may have only one beam per panel to serve the whole railway track.
· [bookmark: _Hlk54393391]The combination of the mentioned solutions which also gives us 2 beams. This option is analyzed in Section 2.2.2 of this document. 
We see two main options for the number of beams per panel:
Option 1: one beam can be used either for scenarios with small Ds where the abovementioned problematic area is served by the neighboring RRH or for scenarios with small Dmin, where this area is negligible
Option 2: two beams can be used for scenarios with relatively large Dmin (see Section 2.2.2)
Proposal #6: 	Define number of beams per panel as one of the following:
Option 1: one beam
Option 2: two beams
	
Number of SSBs
For the SSB index to the beams mapping we can distinguish the following options:
· Shared SSBs for beams from different panels (see Figure 2-3a)
· Shared SSBs for adjacent beams from different panels (see Figure 2-3b)
· Separate SSBs per each beam (see Figure 2-3c)
	

Figure 2-3a Shared SSBs for beams from different panels




	

Figure 2-3b Shared SSBs for adjacent beams from different panels




	

Figure 2-3c Separate SSBs per each beam



However, these options make sense only for the scenario with 2 panels and more than 1 beams per panel
Proposal #7: 	Define the SSB to beam mapping as one of the following:
Option 1: separate SSBs per each beam
Option 2: shared SSBs for beams from different panels

RRH antenna array orientation
RRH panel orientation gives huge impact on the beam coverage and the required number of beams. 
Orientation to point A (see Figure 2-1a) better fits for the scenarios when we want to cover above-mentioned problematic area by neighbouring RRH. 
Proposal #8: 	Define RRH panel boresight direction as one of the following:
Option 1: panel boresight pointed to the railway in the middle point between 2 RRHs 
Option 2: panel boresight pointed to the railway at the distance of Ds (projection of the neighboring RRH on the railway)

Number of panels per CPE 
Similarly to already discussed number of panels per RRH, here we see two main options: one panel or two panels pointed to opposite directions.
Proposal #9: 	Define the number of panels per CPE:
Option 1: one panel
Option 2: two panels pointed to the opposite directions

Number of CPE devices:
WID on NR FR2 HST [1] defines UE as vehicle-roof mounted customer-premises equipment. However, it doesn’t define the number of such devices
Proposal #10: 	Define the number of CPE devices as one of the following
Option 1: one CPE per train
Option 2: one CPE per carriage

Beam coverage analysis
The analysis presented in this section is based on the similar link budget calculation as was introduced in section 2.1.2 of this document. Same assumptions were used. The only difference is in applying radiation pattern at the RRH side which means that we use angle dependent antenna element radiation pattern and angle dependent array factor instead of using the peak values. At the same time at the UE side we still always consider peak RX antenna gain what means that the UE antenna array is always oriented towards the RRH. For the beams shape assumptions we considered DFT codebook at the RRH, which for 4 antenna elements in a row gives us 4 beams in horizontal plane.
For the initial analysis let’s start from RAN1 Option 1 deployment: Ds=700m, Dmin=150m. 
The single beam coverage for this deployment is shown in Figure 2-4. The figure illustrates 2D SNR colormap, where the colored area indicates the positions where 64QAM can be successfully received – target SNR value is 18.6dB. All the positions with SNR less than the target value were whitened in the figure. 
As it can be seen from the figure, there is a long gap under the RRH2 where UE on the railway track will have relatively low SNR. To avoid the gap we may reduce the Ds. But the length of the gap is about 300m along the railway track what means that we need to reduce Ds by 300m. Another alternative is to use other beams at the RRH which can, at least partially fill the gap. Let’s consider the combination of the mentioned alternatives: Ds is reduced upto 580m as for RAN1 Option 3 (but keeping Dmin=150m, as for initial analysis here we don’t want to play with multiple parameters at a time) and we add one more beam from DFT codebook to increase the total coverage.

	HST deployment with Ds=700m, Dmin = 150m SNR
RRH1
RRH2
Dmin
Ds
Railway

Figure 2-4. 2D SNR colormap for single beam coverage 


Figure 2-5 illustrates the total coverage of two beams per RRH in new deployment. The colormap shows the best SNR of all beams (2 beams from RRH1 and 2 beams from RRH2) at each position, which means that we always use the best beam. Now we can see that there are no gaps on the railway track anymore. Figure 2-6 demonstrates the SNR along the railway track. The dotted lines demonstrate per beam SNRs on the railway track and the bold blue line shows the best SNR assuming perfect switching between the beams. Dash line is the target SNR. As we can see, between two RRHs bolt blue line is always above the dash line.
	HST deployment with Ds=580m, Dmin = 150m
[image: ]
Figure 2-5. 2D SNR colormap for coverage with 2 beams per RRH


Now let’s estimate the minimal time for UE to pass the serving beam. From Figure 2-6 we can see that the shortest railway length UE passes being served by one beam is when it is served by beam #2 of RRH2. This length is 230m. Considering 350kmph UE velocity we have 2366 ms for UE to pass the beam. As it was shown in Section 2.2.1 of this document, for lower values of Dmin this duration will go down, making the usage of the second beam infeasible. Obviously, with increasing the number of beams this duration will also go down, which will cause problems for beam management. 
Based on this initial analysis, we may conclude that the usage of two beams per panel is feasible for relatively large Dmin and the increase of the number of beams may cause problems with beam management. So here we propose to use no more than two beams per panel in FR2 HST operation.
	HST deployment with Ds=580m, Dmin = 150m

Figure 2-6 SNR along the railway track for 2 beams per RRH



Conclusion
In this contribution we provide our views on NR HST FR2 deployments. In summary, we make the following proposals:
Proposal #1: 	Consider 4 RRHs per one BBU for FR2 HST deployments.
Proposal #2:	Consider both 60 kHz and 120 kHz SCSs for FR2 HST deployments.
Observation #1: Different propagation models impose different restrictions on deployment size
· RMa NLOS: sufficient link budget to guarantee support of 64QAM + Rank 2 can be achieved only in deployments with max propagation distances less than 150m for both PC4 and PC3 UEs.
· RMa LOS: sufficient link budget to guarantee support of 64QAM + Rank 2 can be achieved in deployments with max propagation distances less than 650m and less than 500m for PC4 and PC3 UEs respectively.
Observation #2: In HST FR2 scenario with LOS propagation model
· One panel per RRH configuration: 
· UE PC4 cannot provide operation with 64QAM+Rank2 with  deployment option 1 (Ds=700m, Dmin=150m)
· UE PC3 cannot provide operation with 64QAM+Rank2 with deployment option 1 (Ds=700m, Dmin=150m) and deployment option 3 (Ds=580m, Dmin=5m)
· Two panel per RRH configuration does not impose restrictions on 64QAM+Rank2 operation for all considered deployments
Observation #3: Performance degradation in SFN Tx mode is observed when RX timing for signals from the farthest RRHs exceeds the CP length.
Observation #4: Performance degradation might be expected for HST FR2 deployment Option 1(Ds = 700m, Dmin = 150m) and Option 3 (Ds = 580m, Dmin = 5m) with SFN Tx mode since receive timing difference even between two nearest RRHs is much higher than CP length.
Observation #5: Performance degradation will not be observed in HST FR2 DPS Tx mode due to high receive timing difference between RRHs.
Observation #6: Benefits of using SFN Tx mode for FR2 are not very clear and should be analyzed.
Proposal #3: 	Consider both SFN and DPS Tx modes for further analysis of appropriate Tx scheme for FR2 deployments. For SFN mode link-level and system-level studies are required to prove applicability of such Tx mode for FR2.
Proposal #4: 	For SFN Tx mode consider deployments with only small inter-RRH distance (less than 300m)
Proposal #5: 	Define number of panels per RRH as one of the following:
Option 1: one panel per RRH pointed to the same direction for all RRHs 
Option 2: two panels per RRH pointed to the opposite directions 
Proposal #6: 	Define number of beams per panel as one of the following:
Option 1: one beam
Option 2: two beams
Proposal #7: 	Define the SSB to beam mapping as one of the following:
Option 1: separate SSBs per each beam
Option 2: shared SSBs for beams from different panels
Proposal #8: 	Define RRH panel boresight direction as one of the following:
Option 1: panel boresight pointed to the railway in the middle point between 2 RRHs 
Option 2: panel boresight pointed to the railway at the distance of Ds (projection of the neighboring RRH on the railway)
Proposal #9:	Define the number of panels per CPE:
Option 1: one panel
Option 2: two panels pointed to the opposite directions
Proposal #10: 	Define the number of CPE devices as one of the following
Option 1: one CPE per train
Option 2: one CPE per carriage
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