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1.	Introduction
Rel-19 Work Item (WI) was approved on the Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface (WID in [1]). The goal of this work item is to complete the normative support for the general framework for AI/ML air interface and to enable the recommended use cases in the preceding study item (FS_NR_AIML_Air) [2], whose outcome was documented in 3GPP TR 38.843 [3].
One of the recommended use cases is the one related to CSI feedback enhancements, including the following two sub-use cases:
· Spatial-frequency domain CSI compression using two-sided AI model based on the legacy CSI feedback signalling framework.
· Time domain CSI prediction using UE-side model.

In RAN4#110, the approved way forward on AI/ML in R4-2403712 [4] included the following agreements regarding testability and interoperability issues for CSI feedback enhancements:
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In this contribution, further insights on testability for CSI feedback enhancements based on AI/ML are provided in order to enable progress in related Rel-19 work item.
2.	Discussion
2.1 CSI prediction metric
As described in the introduction section, for the CSI prediction use case, throughput has been the chosen metric for inference. However, further discussions are required to clarify whether absolute or relative throughput is the most appropriate option.
Given that absolute throughput may vary greatly from one scenario to another, Keysight’s view is that relative throughput should be considered, as relative throughput can help to:
· Better compare model performance in the monitoring stage. 
· Ease the threshold definitions in conformance testing. 
· Better translate performance results between conformance, monitoring and inference.
[bookmark: Prop1]Proposal 1: Use relative throughput for CSI prediction inference.
2.2. CSI compression Option 3 parameters
RAN4#110 confirmed that Option 3 is still one of the possible approaches to define the AI/ML framework for 2-sided models and discussed the parameters needed in the checking process of Option 3 feasibility for 2-sided model in the CSI compression sub-use case as per below table: Parameters in green were agreed, parameters in yellow were tentatively agreed, parameters not highlighted are still under discussion and additional parameters might be needed.
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Current Keysight’s view is as follows:
· Model architectural parameters “Encoder-decoder interface”, “fixed point representation” and “format of input to encoder/output of decoder” are required in order to ensure convergence when fully defining in the specification the test decoder. Hence, it is proposed that they are highlighted in green in a potential RAN4#110bis agreed way forward.
· Regarding model training related parameters:
·  Training completion criteria is probably one of the most important parameters assuming it will include boundaries (minimum and maximum) for the test decoder performance required.
· Collaboration type will determine interactions required between different stakeholders and/or different AI/ML algorithms blocks.
· Cross-validation details are also important to fully define the training completion criteria.
[bookmark: Prop2]Proposal 2: Regarding CSI compression sub-use case option 3 (test decoder fully defined in RAN4 specifications) agree that “Encoder-decoder interface”, “fixed point representation”, “format of input to encoder/output of decoder” and model training procedure parameters “training completion criteria”, “collaboration type” and “encoder assumptions” are required to check the feasibility of this option.
2.3. CSI compression Option 4 definition
RAN4#110 agreed to continue evaluate whether Option 4 (test decoder partially defined in RAN4 specification and TE vendor in charge of designing final test decoder) is the appropriate approach for 2-sided AI/ML model applicable to AI/ML CSI compression sub-use case. 
RAN4#110 inputs about how to define this option in the specification considered the following alternatives:
· Option 1: Capture a {encoder input, encoder output, decoder output} dataset in RAN4 specification, and the test decoder implementations are verified against this {encoder output, decoder output} dataset. Two sub-options for dataset generation are listed below:
· Option 4a-1: The dataset is generated by one agreed reference encoder/decoder pair (for dataset generation purpose)
· Option 4a-2: The dataset is generated by the encoder/decoder pairs designed by the contributing companies based on the agreed common assumptions.
· Option 2: Capture the encoder in the agreed reference encoder/decoder pair (for test decoder verification purpose) in RAN4 specification, and the test decoder implementations are verified against this reference encoder.
· Option 3: discuss which parameters/assumptions should be different/not needed compared to Option 3 in Issue 4-3
· Option 4: Model structure is not specified in RAN4. Training dataset is specified, where each training sample consists of both the raw channel matrix/precoding matrix and the bit stream forwarded to the test decoder.
· Option 5: Model structure is specified in RAN4. Training dataset is not specified for verifying the encoder at DUT. The test decoder developed by TE vendor needs verification. FFS: How to determine the test metric for test decoder developed by each TE vendor. 
· Option 6: Others
No conclusion was achieved in RAN4#10 on this topic so further discussions are needed within RAN4#110bis.
Company views on these options are as follows:
· Options are not exclusive: e.g. Options 1 and 2 could be combined with option 3 to ensure equivalent implementations among different TE vendors.
· Options 1 (4a-2), option 4 and option 5 might difficult considerably the goal to achieve equivalent implementations among different TE vendors and/or test decoder verification process. Hence, they should be discarded.
· Options 1 (4a-1) and 2 both look sensible, probably combined with option 3 are the most suitable approaches.
· When comparing options 1(4a-1) and Option 2, option 2 seems to be more flexible and future proof than Option 1(4a-1) in case of extension of the applicability of the AI/ML algorithm to additional scenarios although option 1 (4a-1) may speed up the process of training and validating the test decoder.
[bookmark: Prop3]Proposal 3: Regarding CSI compression sub-use case option 4 (test decoder partially defined in RAN4 specifications and TE vendors in charge of final implementation of test decoder), RAN4 to restrict the discussions to current “Option 1 (4a-1) + Option 3” or “Option 2 + Option 3” or just focus on the latter one.
2.4. CSI compression Option 4 parameters
If proposal 3 is agreed, RAN4 should keep discussing which are the parameters required to be specified to ensure equivalent test decoder implementation among different TE vendors.
Keysight initial thoughts are as follows:
	Category
	Parameter
	Proposal

	Model architecture parameters
	Model type
	Limited set, i.e. to 2

	
	Model depth
	These 3 parameters to be handled together but limited by RAN4 to maintain a certain maximum complexity (MFLOPS and/or # of trainable parameters)
Ditto ↑

	
	Layer type
	

	
	Layer size
	

	
	Quantization method for the encoder output
	Specified and fixed by RAN4 to ensure straight-forward universal compatibility. Final decision should be based on performance/compression trade off thorough study.
Ditto ↑

	
	Encoder-decoder interface
	

	
	Fixed point representation
	

	
	Format of input to encoder/output of decoder
	Wideband CSI descriptors prioritized. Should provide backwards compatibility.

	Model Training related parameters
	Training procedure
	Initialization and duration open. Tight requirement on completion criteria (i.e. max validation loss permitted) with a tight definition of training dataset and a partial or complete encoder definition

	
	Loss function
	Open but tied to training completion criteria

	
	Training datasets
	RAN4 should tightly agree on training dataset parameters, including channel model, Tx/Rx ports, SNR levels, rank, etc. and very importantly, the proportion of the mixture when using different scenarios

	
	Hyperparameters
	Open but tied to training completion criteria

	
	Cross-validation details
	Open but tied to training completion criteria

	Generalization
	Performance requirements in test dataset(s)
	Open but tied to chosen training loss function

	Scalability
	Supported antenna port configurations
	Baseline configurations defined in training dataset. Extra options open to vendors.

	
	Supported feedback payloads
	Open



[bookmark: Prop4]Proposal 4: Regarding CSI compression sub-use case option 4 (test decoder partially defined in RAN4 specifications and TE vendors in charge of final implementation of test decoder), RAN4 to discuss definition of parameters required to check the feasibility of this option, including the evaluation of equivalent test decoder implementation by different TE vendors.
3.	Conclusion
This contribution provides Keysight’s insights on the testability and interoperability aspects for AI/ML CSI feedback enhancement use case under discussion for AI/ML for NR air interface.
The following observations and proposals are made:
Proposal 1: Use relative throughput for CSI prediction inference.
Proposal 2: Regarding CSI compression sub-use case option 3 (test decoder fully defined in RAN4 specifications) agree that “Encoder-decoder interface”, “fixed point representation”, “format of input to encoder/output of decoder” and model training procedure parameters “training completion criteria”, “collaboration type” and “encoder assumptions” are required to check the feasibility of this option.
Proposal 3: Regarding CSI compression sub-use case option 4 (test decoder partially defined in RAN4 specifications and TE vendors in charge of final implementation of test decoder), RAN4 to restrict the discussions to current “Option 1 (4a-1) + Option 3” or “Option 2 + Option 3” or just focus on the latter one.
Proposal 4: Regarding CSI compression sub-use case option 4 (test decoder partially defined in RAN4 specifications and TE vendors in charge of final implementation of test decoder), RAN4 to discuss definition of parameters required to check the feasibility of this option, including the evaluation of equivalent test decoder implementation by different TE vendors.
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2.4.1 Agreements in ad-hoc session (R4-240xxxx)

Issue 4-1: CSI Prediction Accuracy metrics

e Proposals
oOption 1: Prediction accuracy can be used as KPI/metric
oOption 2: Prediction accuracy cannot be used because the “correct” value is not available
o0Option 3: Throughput should be the default metric, others should be discussed only if throughput is not feasible
o0Option 4: Others

Agreement:

- Agree option 3 for inference only. TBD whether we use relative or absolute throughput.
- Monitoring will be discussed separately.

Issue 4-2: Testing options for 2-sided model

RAN4 to further discuss only options 3 and 4
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