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Rel-19 Work Item WI was approved on the Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface (WID in [1]). The application of AI/ML techniques to NR air interface has been studied in FS_NR_AIML_Air.
This work item provides normative support for the general framework of AI/ML concerning air interfaces. It also enables the implementation of recommended use cases outlined in the previous study. Furthermore, several study objectives within this project aim to address outstanding issues identified during the study, with the goal of enhancing understanding in preparation for future normative effort.
The current agreements on how to perform the RAN4 study on general issues for AI/ML, and issues related to interoperability/testing have been captured in the latest TR [2]
In this paper, we provide some additional views on the topic of testability and interoperability issues for positioning accuracy enhancement.
[bookmark: _Toc116995842]Discussion
Positioning Use Cases
In TR 38.843 the following test metrics for positioning enhancement have been captured:
Both direct AI/ML positioning and AI/ML assisted positioning are considered.
For metrics for positioning requirements/tests, the candidate options include
-	Option 1: positioning accuracy: Ground truth vs. reported
-	only option available for direct positioning
-	Option 2: CIR/PDP, channel estimation accuracy
-	Option 3: ToA, RSTD and RSRP, and RSRPP
-	Option 4: others (e.g., intermediate KPIs, LoS/NLoS)/combinations of the above
The feasibility and testability of different options should be further justified in WI.

RAN1 evaluation was mainly driven to understand if AI/ML model based positioning can outperform legacy NR positioning method in terms of achievable positioning accuracy in the considered scenario and to also investigate the generalization capability of the AI/ML models for positioning.
In RAN1 #110bis meeting, the following 5 cases of AI/ML based positioning accuracy enhancement are agreed for further study,
· Case 1: 	UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning
· Case 2a: 	UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
· Case 2b: 	UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· Case 3a: 	NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Case 3b: 	NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
For case 1 and case2a, the AI/ML model is deployed at UE, both model input and model output may need data/reference signal transmission between UE and NW. For case 2b, case 3a and case 3b, the AI/ML model is deployed at NW side(e.g., gNB or LMF), only model input may need data transmission from UE to NW.
According to the discussionS during the AI/ML ad-hoc meeting minutes [ R4-2403871] the following issues were discussed for the AI/ML positioning case:
Sub-topic 3-1
There are some proposals on whether to define requirements for case 1 (UE-based positioning with UE-side model, direct AI/ML positioning) 
Issue 3-1: Requirements for case 1
· Proposals
· Option 1: RAN4 should not define requirements for case 1
· [bookmark: _Hlk159511617]Option 2: RAN4 should continue to discuss how to define requirements for case 1 (including feasibility of defining such requirements)
· Option 3: Others
· Recommended WF
To be discussed
Note: currently there are no requirements for UE based positioning
Sub-topic 3-2
Requirements for case 3a/3b
Requirements for case 3a/3b would be defined on some network nodes/entities. Such accuracy requirements have not been defined before
Issue 3-2: Requirements for case 3a/3b
· Proposals
· Option 1: RAN4 should not defined positioning accuracy requirements for case 3a/3b (accuracy on inference results of AI/ML positioning model)
· Option 2: RAN4 should continue to discuss how to define requirements for case 3a/3b (including feasibility of defining such requirements)
· Option 3: RAN4 continues to discuss requirements on measurements reported by UE/gNB to the entity running the AI/ML positioning model
· Option 4: others
· Recommended WF
· To be discussed, options are not exclusive

Discussion:
RAN4 will not define positioning accuracy requirements for case 3a/3b
Sub-topic 3-3
Measurements and reported metrics/values
Issue 3-3: Handling of requirements for measurements and reported metrics/values
· Proposals
· Option 1: Reuse the already defined requirements for existing measurements/reported metrics, RAN4 should only discuss new requirements if new metrics to be measured/reported are introduced by other groups
· Option 2: RAN4 should look into enhancing/tightening existing requirements
· Option 3: others
· Recommended WF
· Option 1 
Sub-topic 3-6
Requirements for case 2a/2b
There are some proposals on whether to define requirements for case 2a/2b 
Issue 3-6: Requirements for case 2a/2b
· Proposals
· Option 1: RAN4 should not define requirements for case 2a/2b
· Option 2: RAN4 should continue to discuss how to define requirements for case 2a/2b (including feasibility of defining such requirements)
· Option 3: Others
· Recommended WF
To be discussed
Note: 
· In use case 2a, AI/ML model at UE is expected to generate positioning measurements that are reported to LMF.
· In use case 2b, UE is expected to perform measurements that are then reported to LMF to be used as model input for the AI/ML model at LMF. 

Discussion:
RAN4 to come back to case 2a/2b based on progress in the other working groups
We present our views in the sections below:
2.1.1 Case 1: UE-based positioning with UE-side model
In this use case AI/ML model is at the UE. The UE collects measurements or data needed for model inferencing. In this use case model inferencing provides the prediction of the UE location. This scenario is similar to the UE-based positioning in legacy NR positioning and no requirements are defined for such scenario.
There are concerns regarding the feasibility on how to perform tests for positioning accuracy in RAN4. It has been considered that TE may provide "Positioning test data set(s)" in advance for consideration. These data sets may comprise of model input-related information, such as PRS measurement results matched with positions or various model inputs derived from the measurement outcomes, along with positioning label. TE sends the model input-related data to UE, which then returns the positioning results to TE. This allows TE to compare UE's output positioning results with the local positioning label data, enabling the determination of positioning accuracy.
Proposal 1: RAN4 to further discuss the feasibility and how to define requirements for Positioning accuracy for case 1. Positioning test data sets could be one option for testing this KPI. 

2.1.2 Case 2a: UE-assisted/LMF-based positioning with UE-sided model
In use case 2a, the AI/ML model resides within the UE. Through inference, this model predicts measurements relevant for UE positioning. Subsequently, these positioning measurements derived from AI/ML model inference are transmitted to the Location Measurement Function (LMF) for the actual estimation of UE position.
This scenario is similar to the UE-assisted positioning supported by legacy NR positioning specifications. It's important to note that RAN4 has established requirements for all measurements associated with UE-assisted positioning. Given that the accuracy of position estimation conducted by the LMF heavily depends on the measurements reported by the UE, RAN4 should define both core and performance requirements for use case 2a.
Proposal 2: RAN4 to define performance requirements for use case 2a. The specifics and scope of the core and performance requirements for use case 2a depend on the outcomes of discussions within RAN1 and RAN2
LOS/ NLOS indicator can serve as an input to the AI/ML or non AI/ML based algorithm at the UE/ LMF for deriving the positioning co-ordinates.
In Rel-17, NR positioning supports Line-of-Sight (LOS) and Non-Line-of-Sight (NLOS) indicator reporting from the UE  to the Location Measurement Function (LMF). When the AI/ML model infers the LOS/NLOS indicator, it should be regarded as an intermediate KPI or feature, and minimum performance requirements should be specified. Using the LOS/NLOS indicator as one of the inputs to the positioning algorithm will affect the accuracy of positioning. 
Proposal 3: For Assisted AIML Positioning, the KPIs test metric (e.g., LOS/NLOS) needs to be considered for validating the positioning accuracy
In Assisted AI/ML Positioning, the inference of RSRP, RSRPP, Time of Arrival (ToA), and Reference Signal Time Difference (RSTD) from the AI/ML model/functionality acts as an input for the positioning algorithm at the UE or Location Measurement Function (LMF). Consequently, it could significantly influence the positioning accuracy.
The measurement accuracy requirements for RSRP/RSRPP/ToA/RSTD  defined for legacy positioning necessitate further analysis and adaptation for AI/ML-based models or functionalities. Hence RSRP/RSRPP/ToA/RSTD should be considered as intermediate KPIs/ features.
Proposal 4: In AI/ML-based positioning, it is essential to investigate the performance requirements for the input parameters of the positioning model/functionality (e.g., measurement accuracy of RSRP, ToA, RSRPP, RSTD) across all AI/ML positioning cases
2.1.3 Case 2b: UE-assisted/LMF-based positionin with LMF-sided model
In use case 2b, the AI/ML model resides within the Location Measurement Function (LMF). Here, the UE assists the LMF in positioning by providing the necessary measurements or data required for inference by the AI/ML model within the LMF. The output of the model in this scenario is the prediction of the UE's location
Given that the performance of the AI/ML model at the LMF heavily depends on the accuracy of measurements conducted by the UE, it is important for RAN4 to establish corresponding accuracy requirements. 
Proposal 5: RAN4 to study defining performance accuracy requirements for use case 2b. The specifics and scope of both core and performance requirements for this use case depend on the outcomes of discussions within RAN1 and RAN2
2.1.3 Case 3a: NG-RAN node-assisted positioning with gNB-sided model
Use case 3a closely resembles the previously discussed use case 2a. The primary distinction between use case 2a and use case 3a is the location of the AI/ML model. In use case 3a, the AI/ML model resides within the gNB, whereas in use case 2a, it resides within the UE. Similar to use case 2a, the AI/ML model in use case 3a generates positioning measurements as its output. These measurements are then relayed to the Location Measurement Function (LMF) for the estimation of UE position
Regarding Option 1 on subtopic 3.2, it has been discussed in the WF [R4-2403712], RAN4 should not define positioning accuracy requirements for case 3a/3b (accuracy on inference results of AI/ML positioning model)
Regarding Option 3: RAN4 continues to discuss requirements on measurements reported by UE/gNB to the entity running the AI/ML positioning model:
Proposal 6: RAN4 to define performance accuracy requirements for use case 3a for the measurements reported by gNB. The specifics and scope of the core and performance requirements for use case 3a are contingent on the outcomes of discussions within RAN1 and RAN2
2.1.4 Case 3b: NG-RAN node-assisted positioning with LMF-sided model
Use case 3b bears a close resemblance to the previously discussed use case 2b, with the primary difference lying in the involvement of the gNB. In this scenario, the gNB provides the measurement data required by the AI/ML model within the Location Measurement Function (LMF) for inference, contrasting with the reliance on the UE as seen in use case 2b. Nonetheless, in use case 3b, the AI/ML model's output continues to be the prediction of the UE's location, mirroring use case 2b.
Regarding Option 1 on subtopic 3.2, it has been discussed in the WF [R4-2403712], RAN4 should not define positioning accuracy requirements for case 3a/3b (accuracy on inference results of AI/ML positioning model)
Regarding Option 3: RAN4 continues to discuss requirements on measurements reported by UE/gNB to the entity running the AI/ML positioning model:
Proposal 7: RAN4 to define performance accuracy requirements for measurments performed at gNB for use case 3b. The specifics and scope of the core and performance requirements for use case 3a are contingent on the outcomes of discussions within RAN1 and RAN2


Conclusion
In this section we summarize the list of observations and proposals we discussed in this contribution:
Proposal 1: RAN4 to further discuss the feasibility and how to define requirements for Positioning accuracy for case 1. Positioning test data sets could be one option for testing this KPI. 

Proposal 2: RAN4 to define performance requirements for use case 2a. The specifics and scope of the core and performance requirements for use case 2a depend on the outcomes of discussions within RAN1 and RAN2
Proposal 3: For Assisted AIML Positioning, the KPIs test metric (e.g., LOS/NLOS) needs to be considered for validating the positioning accuracy
Proposal 4 : In AI/ML-based positioning, it is essential to investigate the performance requirements for the input parameters of the positioning model/functionality (e.g., measurement accuracy of RSRP, ToA, RSRPP, RSTD) across all AI/ML positioning cases
Proposal 5: RAN4 to study defining performance accuracy requirements for use case 2b. The specifics and scope of both core and performance requirements for this use case depend on the outcomes of discussions within RAN1 and RAN2
Proposal 6: RAN4 to define performance accuracy requirements for use case 3a for the measurements reported by gNB. The specifics and scope of the core and performance requirements for use case 3a are contingent on the outcomes of discussions within RAN1 and RAN2
Proposal 7: RAN4 to define performance accuracy requirements for measurments performed at gNB for use case 3b. The specifics and scope of the core and performance requirements for use case 3a are contingent on the outcomes of discussions within RAN1 and RAN2
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