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1. Introduction
In 3GPP RAN #102[1], it is agreed to further study the testability and interoperability issues in R19, including:
	· Testability and interoperability [RAN4]: 
· Finalize the testing framework and procedure for one-sided models and further analyse the various testing options for two-sided models, in collaboration with RAN1, and including at least: 
· Relation to legacy requirements
· Performance monitoring and LCM aspects considering use-case specifics
· Generalization aspects 
· Static/non-static scenarios/conditions and propagation conditions for testing (e.g., CDL, field data, etc.)
· UE processing capability and limitations
· Post-deployment validation due to model change/drift
· RAN5 aspects related to testability and interoperability to be addressed on a request basis



In this contribution, we will continue to discuss some general issues on the RAN4 AI/ML testability and interoperability, with the focus on the relationship to legacy requirements, performance monitoring, generalization, static/non-static conditions for testing, UE processing capability and Post-deployment validation.

2. Discussion
· Relationship to legacy requirements
For AI/ML-based use cases, some of them may have related legacy requirements, while others may not. In R19 AI/ML, for CSI/BM/Positioning, only the CSI may have legacy requirements that are relevant. For BM and positioning, we need to consider whether/how to establish new requirements in R19. 
For the CSI, based on the previous conclusion, what we define is the minimum performance requirement. The assessment of performance gain should be considered when RAN1 introduces and evaluates CSI features, rather than when RAN4 defines test cases. Furthermore, under current test conditions, e.g., using a simple TDL channel assumption, even if we define a higher performance testing requirement, it still has little significance for the practical application of AI/ML solutions. Therefore, we can just reuse the legacy PMI requirement (compared to random precoding) as a baseline test, and let other options/proposals with higher performance requirements be further studied.
Proposal 1: For both CSI compression and CSI prediction, existed RAN4 test examples for “reporting of PMI” can be reused or serve as a reference. For BM and positioning, we need to consider whether/how to establish new requirements.
Proposal 2: For CSI, reuse the legacy PMI requirement (compared to random precoding) as a baseline test, and let other options/proposals with higher/generalized performance requirements be further studied.

· Performance monitoring and LCM aspects
The stability of the performance monitoring and decision-making mechanism should be carefully considered to mitigate the impact of random effects on performance monitoring outcomes. This includes:
-	Obtaining a more stable monitoring result by considering multiple evaluating samples within an evaluation window.
-	Assessing whether model monitoring should be handled at the UE level or the cell level.
When it comes to a UE-level monitoring, each user must evaluate and make independent monitoring decisions regarding the utilization, updating, switching, and fallback of AI/ML models. This approach offers flexibility to users, but at the cost of preventing the sharing of evaluation and monitoring results among different users.
On the other hand, cell-level monitoring assesses whether the current AI/ML model can be utilized, updated, switched, or fallbacked on a broader scale. The advantage of this approach is that when a significant number of users within a cell found that the current AI/ML model is no longer suitable, the evaluation and decision outcomes can be applied to other users in the same cell. This streamlines the process, saving monitoring time and effort for users who no longer need to individually identify and address potential performance issues with their respective models.
Proposal 3: Stability of the performance monitoring and decision-making mechanism should be considered to mitigate the impact of random effects on monitoring outcomes, includes: (1) obtaining a consistent monitoring result by considering multiple evaluating samples within an evaluation window, (2) assessing whether model monitoring should be handled at the UE level or the cell level.

· Generalization aspects
In RAN4#110 meeting, it has been agreed that “RAN4 should discuss it and decide the requirements/tests for each AI feature in the case-by-case manner”.
From our understanding, considering the limited time budget and workload, as well as the fact that AI/ML solutions have corresponding LCM mechanisms to guarantee the performance in different conditions/scenarios, for each use case in RAN4 tests, we can focus on verifying whether the solution under test can work and meet the requirements of RAN4 tests in given scenarios or conditions first. If an AI/ML solution can pass RAN4 tests under relatively reasonable scenarios and conditions, we can assume that with proper model training, configuration, tuning and deployment, AI/ML solutions can also work well in more practical scenarios and conditions.
In addition, we need to note that the selected test scenarios or conditions should not be overly special or overly simple. For example, besides the TDL channel based tests(could be a baseline test), CSI-related tests can be conducted under CDL channel conditions to check a relatively generalized performance. 
Proposal 4: In R19 RAN4 tests, focus on verifying whether the solution under test can work in given scenarios or conditions, and whether it can meet the requirements of RAN4 tests within these scenarios and conditions.

· The static/non-static scenarios/conditions and propagation conditions for testing
As we agreed in R18, the testing goal is to verify whether the minimum performance gain of AI/ML model (if model identification is possible) /functionality/feature can be achieved for a static scenario/configuration. After having feasible testing cases for static configurations, then we can further consider whether to introduce non-static testing scenarios and configurations. 
In R19, for each use case, the focus is still to complete the basic testing method/specification in static scenarios and configurations, and figure out how to define a static scenario/configuration. 
Proposal 5: In R19 RAN4 tests, static test scenarios and configurations should be considered first. After having feasible testing cases for static configurations, then further consider whether to introduce non-static testing scenarios and configurations.

· UE processing capability and limitations
Different AI/ML capabilities should be considered, e.g. capabilities that support different use cases, different scenarios and different models. In RAN4 AI/ML tests, following aspects need to be considered:
- Definition of basic AI/ML capability and corresponding testing requirements
- Definition of different AI/ML capability levels and corresponding different testing requirements
- Dynamic AI/ML capabilities (e.g. AI capability being influenced by computing resources, transmission resources, and storage resources)
Proposal 6: Regarding the AI/ML capabilities, following aspects should be considered
				- Definition of basic AI/ML capability and corresponding testing requirements
				- Definition of different AI/ML capability levels and corresponding different testing requirements
				- Dynamic AI/ML capabilities

· Post-deployment validation due to model change/drift
From our understanding, it is a bit difficult to answer the question of how to ensure Post-deployment validation by RAN4 test. In R19, as discussed above, we can focus on the basic tests for AI/ML, e.g. performance test based on static conditions/scenarios, as well as the LCM related tests. As for the “post-deployment validation”, 
the necessity and feasibility(e.g. still a lot of concerns on how to define the Post-deployment validation, what it means to achieve Post-deployment validation, and possible test methods), are not unclear enough now. We can continue to think about this issue and further discusses it, but do not need to spend too much online/offline time on it.
Proposal 7: FFS how to define the Post-deployment validation, FFS the necessity and feasibility, what it means to achieve Post-deployment validation, and [possible test methods]

3. Conclusions
[bookmark: _Hlk125811723]In this contribution, we discussed some general aspects on RAN4 AI/ML issues and got following proposals
Proposal 1: For both CSI compression and CSI prediction, existed RAN4 test examples for “reporting of PMI” can be reused or serve as a reference. For BM and positioning, we need to consider whether/how to establish new requirements.
Proposal 2: For CSI, reuse the legacy PMI requirement (compared to random precoding) as a baseline test, and let other options/proposals with higher/generalized performance requirements be further studied.
[bookmark: _Hlk159161497]Proposal 3: Stability of the performance monitoring and decision-making mechanism should be considered to mitigate the impact of random effects on monitoring outcomes, includes: (1) obtaining a consistent monitoring result by considering multiple evaluating samples within an evaluation window, (2) assessing whether model monitoring should be handled at the UE level or the cell level.
Proposal 4: In R19 RAN4 tests, we should focus on verifying whether the solution under test can work in given scenarios or conditions, and whether it can meet the requirements of RAN4 tests within these scenarios and conditions.
Proposal 5: In R19 RAN4 tests, static test scenarios and configurations should be considered first. After having feasible testing cases for static configurations, then further consider whether to introduce non-static testing scenarios and configurations.
Proposal 6: Regarding the AI/ML capabilities, following aspects should be considered
				- Definition of basic AI/ML capability and corresponding testing requirements
				- Definition of different AI/ML capability levels and corresponding different testing requirements
				- Dynamic AI/ML capabilities
Proposal 7: FFS how to define the Post-deployment validation, FFS the necessity and feasibility, what it means to achieve Post-deployment validation, and [possible test methods]
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