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1 Introduction
Based on the study outcome of Rel-18 SI on the Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface [1], the corresponding normative work item is approved to introduce the specification support for the aspects of AI/ML general framework and two confirmed use cases (i.e., beam management and positioning accuracy enhancements) [2]. Particularly for the use case of positioning accuracy enhancements, it is required to consider both direct AI/ML positioning and AI/ML assisted positioning, with one or more cases for each sub use case, for defining RAN4 core requirements and its LCM procedure as captured in [2]. 
In this contribution, we would like to provide additional views focusing on the positioning accuracy enhancements from RAN4’s perspective.
2 Discussion
Based on the Work Item Description [2], RAN4 resumed the discussion on how to specify necessary RAN4 core requirements for the positioning accuracy enhancements with AI/ML LCM procedures including performance monitoring. During the discussion, existing positioning related requirements and experience have been taken into account along with the feasibility of AI/ML performance evaluation by the model location, e.g., network-sided model, UE-sided model based on the previous Work Items for NR positioning until Rel-18. Two agreements were made for the positioning accuracy enhancements in RAN4#110, which are also noted in the WF [3].
	Issue 3-2: Requirements for case 3a/3b
RAN4 will not define positioning accuracy requirements for case 3a/3b
Issue 3-6: Requirements for case 2a/2b
RAN4 to come back to case 2a/2b based on progress in the other working groups



2.1	Case 3a/3b
Regarding the first agreement on Case 3a/3b, RAN4 agreed NOT to define positioning accuracy requirements for case 3a/3b. As both Case 3a and 3b are NG-RAN node assisted positioning with network-side model, e.g., gNB-side (Case 3a) or LMF-side (Case 3b), and also the model input and/or output are fed/reported inside of the network, it was concluded that any core requirement is not necessary to evaluate the performance of model/functionality outputs in RAN4.
Observation 1: RAN4 agreed NOT to define positioning accuracy requirements for case 3a/3b, which are NG-RAN node assisted positioning with network-side model.
In addition, in our view, RAN4 could have the common understanding from the conclusion. For example, RAN4 will not consider defining the requirement of the network-side AI/ML models in Rel-19, i.e., some cases of positioning accuracy enhancements, while focusing on UE-sided models for its core requirement. In other words, based on the previous agreements for Case 3a/3b, the same background principles can be a baseline for the future discussion including other sub cases of positioning accuracy enhancements in Rel-19. 
Proposal 1: It should be a baseline for future discussion of Rel-19 AI/ML use cases that RAN4 will not consider defining the requirement of the network-side AI/ML models in Rel-19.
2.2	Case 2a/2b
Regarding the second agreement for case 2a/2b, the discussion outcome was that RAN4 would come back to these cases based on progress in the other working groups given that they need more concrete and detail process between UE and LMF to define their requirements. To be more specific, Case 2a is UE-assisted/LMF-based positioning with UE-side model for AI/ML assisted positioning, which is similar to Case 3a, but the model is located at UE. RAN4 has defined requirements associated to UE-assisted positioning in the legacy NR positioning, e.g., RSTD, RSRP and RSRPP. Since the positioning measurements based on AI/ML model inferencing is then reported to the LMF where the estimation of UE position takes place, it can be said that the accuracy of the position estimation performed by LMF depends heavily on the measurements reported by the UE. 
Therefore, similar framework for accuracy requirement and report mapping could be reused for these intermediate features with some enhancements considering the AI/ML feature. Meanwhile, the feasibility of using these metrics, e.g., relationship between measurement accuracy and positioning accuracy, should be clarified based on further detail from RAN1 such as which information is supported for the assistance and how they work in LMF, which are still ongoing in RAN1 as following.
	Agreement (RAN1#116)
For AI/ML assisted positioning Case 2a, at least LOS/NLOS indicator and/or timing information are supported for reporting. 
· If LOS/NLOS indicator is reported, the indicator can be reported as soft indicator or hard indicator as defined in 38.214.
· If timing information is reported, the timing information at least can be reported via DL RSTD or UE Rx-Tx time difference as defined in 38.215.
· Note: details of the report are pending further discussion.



[bookmark: _GoBack]Observation 2: RAN4 will come back to case 2a/2b based on progress in the other working groups given that they need more concrete and detail process between UE and LMF to define their requirements.
Proposal 2: Accuracy requirement and report mapping could be reused for case 2a with some enhancements from the legacy requirements while waiting for further detail from RAN1 such as which information is supported for the assistance and how they work in LMF.
For case 2b, it is UE-assisted/LMF-based positioning with LMF-side model for direct AI/ML positioning. The UE in this use case assists LMF for positioning by providing measurement/data that is required by the AI/ML model in the LMF as an input for the inference. The model output in this use case is the prediction of UE location. However, similar as Case 3a/3b, since the AI/ML model is deployed at the network-side it would be not necessary to consider the requirement of the model inference following the principle mentioned above.
Proposal 3: For case 2b, it would be not necessary to consider the requirement of the model inference at the network-side, similar as Case 3a/3b.
2.3	Case 1
Case 1 is UE-based positioning with UE-side model for the direct AI/ML positioning. The measurement or data needed for model inferencing is collected by the UE itself, which is similar to the UE-based positioning in legacy NR positioning. However, as the output itself is the prediction of the exact UE location, RAN4 could not conclude the evaluation metric as same as the UE-based positioning in legacy NR positioning discussion. Similar concern and discussion has also been risen during the study phase in Rel-18 as it would be not feasible to define the requirement and its test method for the exact location based on the model output reported to LMF. In other words, the method how to interpret the label data as the prediction performance of the exact UE location would be the key in terms of testing feasibility along with the TE implementation.
Observation 3: For Case 1, the method how to interpret the label data as the prediction performance of the exact UE location would be the key in terms of testing feasibility along with the TE implementation.
Some proposals about the interpretation and test method have been discussed in RAN4, which are mostly about implementing some limited dataset in TE as the model input in advance, and finding out the prediction performance compared with the reference location such as local positioning label data based on the ground truth.
However, in our view, they still have the limitation to evaluate the UE-sided model performance in the context of the generalization capacity of the dataset for the model input, because the AI/ML model is always area specific across numerous scenarios. Unless RAN4 defines the dataset for TE in advance very well, which could handle the most of scenarios to check the performance benefit, it would be not so meaningful to define such requirement and test method. On top of that, given that RAN4 has not defined the requirement for UE-based positioning in the previous Work Items, it would be very difficult to figure out the performance benefit from the AI/ML based positioning accuracy compared to the legacy non-AI/ML based positioning accuracy. 
Therefore, it can be concluded that RAN4 will not define the positioning accuracy requirements for case 1.
Observation 4: Unless RAN4 defines the dataset for TE in advance very well, which could handle the most of scenarios to check the performance benefit, it would be not so meaningful to define such requirement and test method.
Observation 5: Given that RAN4 has not defined the requirement for UE-based positioning in the previous Work Items, it would be very difficult to figure out the performance benefit from the AI/ML based positioning accuracy compared to the legacy non-AI/ML based positioning accuracy.
Proposal 4: RAN4 will not define the positioning accuracy requirements for case 1.
3	Conclusion
In this contribution, we focus on the positioning accuracy enhancements from RAN4’s perspective. Following observations and proposals are provided to be considered by this meeting. 
Observation 1: RAN4 agreed NOT to define positioning accuracy requirements for case 3a/3b, which are NG-RAN node assisted positioning with network-side model.
Proposal 1: It should be a baseline for future discussion of Rel-19 AI/ML use cases that RAN4 will not consider defining the requirement of the network-side AI/ML models in Rel-19.
Observation 2: RAN4 will come back to case 2a/2b based on progress in the other working groups given that they need more concrete and detail process between UE and LMF to define their requirements.
Proposal 2: Accuracy requirement and report mapping could be reused for case 2a with some enhancements from the legacy requirements while waiting for further detail from RAN1 such as which information is supported for the assistance and how they work in LMF.
Proposal 3: For case 2b, it would be not necessary to consider the requirement of the model inference at the network-side, similar as Case 3a/3b.
Observation 3: For Case 1, the method how to interpret the label data as the prediction performance of the exact UE location would be the key in terms of testing feasibility along with the TE implementation.
Observation 4: Unless RAN4 defines the dataset for TE in advance very well, which could handle the most of scenarios to check the performance benefit, it would be not so meaningful to define such requirement and test method.
Observation 5: Given that RAN4 has not defined the requirement for UE-based positioning in the previous Work Items, it would be very difficult to figure out the performance benefit from the AI/ML based positioning accuracy compared to the legacy non-AI/ML based positioning accuracy.
Proposal 4: RAN4 will not define the positioning accuracy requirements for case 1.
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