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Introduction
The discussion on the AI/ML study is organized under a single thread [141] in RAN4#110. The ad-hoc meeting will discuss some of the topics from the moderator summary in [1].
Discussion
Testability and interoperability issues for beam management
Sub-topic 2-1
Metrics/KPIs for Beam management 
Different metrics/KPIs have been discussed and were captured in the TR:
For metrics for beam management requirements/tests, the following test metrics are identified and could be considered
-	Option 1: RSRP accuracy
-	Option 2: Beam prediction accuracy
-	Top-1 (%) : the percentage of "the Top-1 strongest beam is Top-1 predicted beam"
-	Top-K/1 (%) : the percentage of "the Top-1 strongest beam is one of the Top-K predicted beams"
-	Top-1/K (%) : the percentage of "the Top-1 predicted beam is one of the Top-K strongest beams"
-	Option 3: The successful rate for the correct prediction which is considered as maximum RSRP among top-K predicted beams is larger than the RSRP of the strongest beam – x dB, 
-	Related measurement accuracy can be considered to determine x
-	Option 4: combinations of above options
RAN4 should continue to discuss what metrics are more appropriate and how they impact 
Issue 2-1: Metrics/KPIs for Beam prediction requirements/tests
Proposals
· Option 1: Use Option 1
· Option 2: Neither Option 1, 2, 3 is appropriate, a new metric is needed
· Option 3: Use Option 2
· Option 4: Combination of the above
· Option 5: discuss new metrics
· Recommended WF
· To be discussed
Companies suggesting to use different metrics(new) should come up with a concrete proposal 

Discussion:
Qualcomm: metrics will depend on the reporting type. Option 3 is a combination of option 1 and option 2  with different margin. 
Nokia: it’s hard to rule out any of these options. If it’s RSRP, we can consider accuracy. If it’s both(list and RSRP) we can consider option 3. We should keep the first 3 options for now.
E///: if RSRP is reported, the problem will be that there are several beams within a small range, it’s not important which is the best. If we report the best, we need option 2. It depends on what is reported. We could have some dependency on what is reported and which option to pick.
Samsung: we separated on UE side prediction and NW side prediction. Do we need to separate the discussion into network sided and UE sided. For network sided, it should be simpler. It depends on what the UE reports. For the UE side model, discussion should be related to monitoring part. If we discuss how to test, it will be another discussion. We do not need to decide yet, we can keep the 3 options.
Moderator: discussion is mainly about UE prediction requirements(inference), not related to monitoring. Might be difficult to define requirements for NW side prediction
CMCC: for option 1, it is possible that only beam ID is output. RSRP accuracy cannot be used.
vivo: companies can maybe provide some evaluation if option 1 is good, prediction accuracy. 
Intel: this is not new, we need to wait for RAN1 to progress on the design. Performance requirements in the WID are only for the UE side models.
Ericsson: if there are 2 beams and one is 1dB better than the other but the report says the other is better by 0.5dB, what happens. 

Sub-topic 2-2
Measurement accuracy 
Several companies brought up the need to improve measurement accuracy (e.g. RSRP measurement accuracy) to enable better AI/ML performance
Issue 2-2: Measurement accuracy 
· Proposals
· Option 1: RAN4 should consider  tighter accuracy requirements for existing measurements (e.g. RSRP) if they are used/reported for AI/ML(e.g. training, inference, etc)
· Option 2: RAN4 should study the impact of measurement accuracy on performance before discussing any possible tightening
· Option 3: Accuracy requirements cannot be tightened
· Option 4: Others
· Recommended WF
· To be discussed
If option 2 is proposed, companies should also come up with more concrete proposals  on how RAN4 should proceed

Discussion:
CMCC: for option 2, RAN1 has already evaluated, the measurement error has impact on the AI performance. Do we really need to redo the evaluation. We can maybe take the RAN1 evaluation as reference.
Nokia: there is impact, the accuracy of the input data has impact on the prediction accuracy. It’s not only about inference, can also be about data collection.
E///: Option 1 and 2 belong together. We need to understand what the impact is and feasibility. We can take RAN1 as reference and look as feasibility
Oppo: this is related to RRM enhancement. We also think that there is no evidence that current accuracy is not enough, we could start another discussion. Our understanding is such study is out of scope.
Intel: it is obvious that there will be impact. It’s very difficult to improve on measurement accuracy. Best approach for now it is not to tighten unless we find a critical issue.
Qualcomm: in RAN4 context, the measurement accuracy/errors contain the Rx antenna gain. UE is not necessaritly able to subtract that from the reporting. UE cannot achieve much better accuracy. RAN1 concluded that beamforming gain is not sensitive to beam prediction. 
Samsung: necessity of tightening should come from RAN1. We should discuss feasibility of tightening based on that. We should not discuss further unless RAN1 provides some input/necessity of this.
Nokia: we are not suggesting to tighten the requirements immediately. We can confirm what the impact.we do not think RAN1 is looking into this accurately. 
E///: we are not looking to tighten by default, we need to understand whether current requirements lead ot better performance with AI/ML models than what is used today. We should look into it.
vivo: measurement accuracy is not related to the antenna gain margins. 
Companies to bring further proposals on how to study the impact of measurement accuracy on prediction accuracy.


Sub-topic 2-3
Test setup feasibility
Some companies brought up the issue of whether the FR2 test setup can accommodate the AI/ML tests, this is issue has to be discussed
Issue 2-3: Test setup feasibility for FR12
· Issues raised:
· Option 1: Testability study on testing AI-BM shall be based on existing FR2 OTA chamber system.
The following testability questions shall be answered, if the Rel-15 NR testability SI compatible chamber is used for testing AI-BM: 
· Q1: With the limited number of AoAs NMAX_AoAs = 2, is that possible to generate multiple beams from Set-A and Set-B?
· Q2: The simulated multi-path fading propagation conditions for different DL TX beams can be correlated and logically correct (corresponding to a given beam book) to be learnt and inferred by AI/ML? 
· Q3: For BM-Case2, to test the temporal DL Tx beam prediction, the signals from DL TX beams can be predictable with continuity in time-domain?
· Q4: For BM-Case2, the signal change for different DL TX beams can be correlated and logically correct (corresponding to a given beam book) to be learnt and inferred by AI/ML?
· Option 2: 
· Based on the agreements in TR 38.843 on beam prediction quoted above, we propose to study the test feasibility for beam prediction from the following perspectives:
· How to model the randomness and variation in time and spatial domain of L1-RSRP by the propagation conditions and the Tx beamforming gain on the AoDs considered in the propagation conditions
· The verification procedures to confirm that the power level probability distributions on different AoAs aligns with the probability distributions derived from the configured propagation conditions and Tx beamforming gain
· The number of beams and their coverage in spatial domain in Set B and Set A required to test beam prediction performance
· We propose the following setup as the starting point for the feasibility studies
· Consider CDL channel to model the randomness in the propagation conditions so that AoD, AoA and fading can be captured
· Consider the antenna configuration from TR 38.901 clause 7.3 to design the beam peak directions, derive the corresponding beam patterns and determine the Tx beamforming gain on the concerned AoDs in the propagation conditions
· Consider to define TE verification procedures to ensure that the power level probability distributions on different AoAs aligns with the probability distributions derived from the configured propagation conditions and Tx beamforming gain
· Consider emulating UE rotation in the beam prediction test to model the AoA changes from UE perspective.
· Option 3: Any other issues needed to be discussed
· Recommended WF
· To be discussed
Test setup needs have to be discussed. Input from TE vendors would be highly appreciated

Discussion:
Samsung: in the current test setup, for this release we would like to at least reuse as much as possible the current chamber setup. If the current setup cannot be used, we need to have a separate discussion. The questions are about limitations of the current setup. Q1: is it possible to emulate and CDL? 
Oppo: we share similar concern with Samsung(we have same questions) we also have other question, the current setup has 2 angels but could have multiple probes. We may transmit signals from 2 locations. We need to emulate different beams sent in different directions. Can we transmit different directions? If directions are fixed, this will be another problem. 
R&S: as a 1st step, we have to see what we need to measure, RSRP accuracy, or something else? For multi-Rx we have maximum 3 antennas, optionally 4. 
Samsung: we are not discussing the network side model, we are discussing the UE sided model. 3-4 beams is not enough. RAN1 is discussing something like 32 or 64 beams. This is too much for a chamber. 
Qualcomm: we need to know what we need to test. Beam prediction is based on spatial correlation. UE will easily predict a beam if test environment does not have enough reandomness. What is needed to model this? This is where our proposal is coming from. Now we collapse AoD and channel gain into a single probe. 
Q1: maximum number of probes(angles of transmission) is 4 with the multi-Rx setup
Q2:  
Samsung: we have to emulate multiple beams but we have to collapse because there are too few probes. 
Q3: should be simpler to achieve 
Companies are invited to provide further analysis on what the test setup should enable in terms of test environment

Sub-topic 2-4
Channel models in tests
Some companies brought up the issue of what type of channel models to be used in tests
Issue 2-4: Channel models
· Proposals
· Option 1: Fading channels are needed, RAN4 should study how to use them
· Option 2: Only use AWGN channels
· Option 3: Fading channels cannot be used because measurements cannot be checked
· Option 4: Others
· Recommended WF
· Option 1?

Discussion:
Ericsson: if we test only in AWGN. The test might be very easy to pass or UE might fail if it’s not trained for that. If we nanot have fading, is the test useful? 
vivo: it depends on what the UE will report. if it’s based on RSRP, we need a lot of study for fading. if we only predict the beam ID, then it might be testable.
Qualcomm: depends on what we are trying to predict. AWGN will allow to get a deterministic beam prediction, it would not work for proper testing of an AI/ML model. 
Docomo: we agree with QC comment, what type of data is used for training. if field data is used, AWGN may not be the right one to test. 
Apple: FR2 test is different from FR1 since we have directional antennas. AI/ML for BM is about predicting one set based on another set. ideally we should factor in fading but it will make it too complicated. based on directional antenna, it may not matter much to have AWGN or fading.
Intel: AWGN is not completely determistic, we can use different power to try to emulate different beams. there are multiple probes, do we need to have spatial consistency between these?
Samsung: we agree with QC’s point, we are talking about UE sided model. key point that spatial correlation is consistent. how to do that with few probes is the problem. next question will be how to introduce randomness. just having a fading channel will not solve the problem of spatial consistency.
Qualcomm: randomness is needed in spatial domain. AWGN cannot emulate this. only CDL models have spatial domain component. 
ZTE: in the existing setup we use AWGN, if we use a fading channel how do we define the test requirements. 
Xiaomi: in legacy test is ideal value vs. reported. for AI/ML, it will depend on the reported value and test metric design.
Apple: what fading are we talking about? multi path or single path. UE rotation can already introduce a lot of randomness.




Sub-topic 2-5
Ground truth vs. UE measurements
Some companies brought up the fact that it is difficult to check if UE measurements/reported value are correct relative to the signal input levels.
Ground truth definition also needs to be discussed.
Issue 2-5: Ground truth vs. UE reported measurements
· Proposals
· Option 1: ground truth is the actual value that the UE should report (ideal value)
· Option 2: Ground truth for a measured value cannot be established because of several reasons:
· If fading is used, TE does not know the actual moment the UE takes a measurement sampl4
· UE Rx gain is not known in the specific direction that the signal is coming from
· Others
· Option 3: Ground truth can be established known 
· Option 3: Others
· Recommended WF
· To be discussed

Discussion:
Ericsson: one question is what is the definition of ground truth? the input to the model or what the UE should predict? the requirement would be set on the “whole UE”. 
oppo: if set A is transmitted, we can ask UE to report the ground truth. otherwise it would be hard for us to get the ground truth.
Apple: we need to understand what the test metric is. it can be RSRP or beam ID. 


Sub-topic 2-6
Data sets
Issue 2-6:	Datasets for training/testing
· Proposals
· Option 1: Dataset based on channel models in TR 38.901
· Option 2: RAN4 should discuss the feasibility of using dataset based on field data
· Option 3: non-stationary channel modelling methods
· Option 4: 
· Recommended WF
· To be discussed

Discussion:


Testability and interoperability issues for positioning accuracy enhancement
Sub-topic 3-1
Requirements for case 1
There are some proposals on whether to define requirements for case 1 (UE-based positioning with UE-side model, direct AI/ML positioning) 
Issue 3-1: Requirements for case 1
· Proposals
· Option 1: RAN4 should not define requirements for case 1
· [bookmark: _Hlk159511617]Option 2: RAN4 should continue to discuss how to define requirements for case 1 (including feasibility of defining such requirements)
· Option 3: Others
· Recommended WF
To be discussed
Note: currently there are no requirements for UE based positioning

Discussion:
Intel: in Rel-16 we didn’t have requirements because UE might use other sensors so it is difficult ot find a good metric. the same probably applies here
Nokia: the only KPI for this test would be positioning accuracy. this is the one that has possible RAN4 impact, we can close the discussion. we would like to keep discussing
E///: we can say we want to define but is it even feasible. given the background, we do not think it’s feasible to define requirements
vivo: we doubt the usefulness of such a test even if we define it. performance will depend a lot on the scenario. I doubt that UE will have to report the position. 
Nokia: for positioning, this is a similar problem. we can do this measurement and UE can predict the position.





Sub-topic 3-2
Requirements for case 3a/3b
Requirements for case 3a/3b would be defined on some network nodes/entities. Such accuracy requirements have not been defined before
Issue 3-2: Requirements for case 3a/3b
· Proposals
· Option 1: RAN4 should not defined positioning accuracy requirements for case 3a/3b (accuracy on inference results of AI/ML positioning model)
· Option 2: RAN4 should continue to discuss how to define requirements for case 3a/3b (including feasibility of defining such requirements)
· Option 3: RAN4 continues to discuss requirements on measurements reported by UE/gNB to the entity running the AI/ML positioning model
· Option 4: others
· Recommended WF
· To be discussed, options are not exclusive

Discussion:
RAN4 will not define positioning accuracy requirements for case 3a/3b

Sub-topic 3-3
Measurements and reported metrics/values
Issue 3-3: Handling of requirements for measurements and reported metrics/values
· Proposals
· Option 1: Reuse the already defined requirements for existing measurements/reported metrics, RAN4 should only discuss new requirements if new metrics to be measured/reported are introduced by other groups
· Option 2: RAN4 should look into enhancing/tightening existing requirements
· Option 3: others
· Recommended WF
· Option 1 

Discussion:
Nokia: Option 1 looks ok, should we also capture that if any enhancement is needed, can we open the discussion. 


Sub-topic 3-5
KPIs for case 1
Several KPIs are proposed for each use case, it should be discussed which are more appropriate for each use case if requirements are to be studied/defined
Identified KPIs in the TR:
For metrics for positioning requirements/tests, the candidate options include
· Option 1: positioning accuracy: Ground truth vs. reported
· only option available for direct positioning
· Option 2: CIR/PDP, channel estimation accuracy
· Option 3: ToA, RSTD and RSRP, and RSRPP
· Option 4: others (e.g., intermediate KPIs, LoS/NLoS)/combinations of the above
Issue 3-5: KPIs for case 1
· Proposals
· Option 1: Option 1
· Option 2: Option 2
· Option 3: Option 3
· Option 4: others
· Option 5: combination of options
· Recommended WF
· To be discussed 
If option 5 is proposed, a concrete proposal should be presented

Discussion:


Sub-topic 3-6
Requirements for case 2a/2b
There are some proposals on whether to define requirements for case 2a/2b 
Issue 3-6: Requirements for case 2a/2b
· Proposals
· Option 1: RAN4 should not define requirements for case 2a/2b
· Option 2: RAN4 should continue to discuss how to define requirements for case 2a/2b (including feasibility of defining such requirements)
· Option 3: Others
· Recommended WF
To be discussed
Note: 
· In use case 2a, AI/ML model at UE is expected to generate positioning measurements that are reported to LMF.
· In use case 2b, UE is expected to perform measurements that are then reported to LMF to be used as model input for the AI/ML model at LMF. 
Discussion:



Sub-topic 3-6
Requirements for case 2a/2b
There are some proposals on whether to define requirements for case 2a/2b 
Issue 3-6: Requirements for case 2a/2b
· Proposals
· Option 1: RAN4 should not define requirements for case 2a/2b
· Option 2: RAN4 should continue to discuss how to define requirements for case 2a/2b (including feasibility of defining such requirements)
· Option 3: Others
· Recommended WF
To be discussed
Note: 
· In use case 2a, AI/ML model at UE is expected to generate positioning measurements that are reported to LMF.
· In use case 2b, UE is expected to perform measurements that are then reported to LMF to be used as model input for the AI/ML model at LMF. 

Discussion:
RAN4 to come back to case 2a/2b based on progress in the other working groups


Testability and interoperability issues for CSI compression and CSI prediction
Sub-topic 4-1
CSI prediction accuracy metrics
Issue 4-1: CSI Prediction Accuracy metrics
· Proposals
· Option 1: Prediction accuracy can be used as KPI/metric
· Option 2: Prediction accuracy cannot be used because the “correct” value is not available
· Option 3: Throughput should be the default metric, others should be discussed only if throughput is not feasible
· Option 4: Others
· Recommended WF
Option 3

Discussion:
Nokia: we need to understand more from RAN1. there are monitoring mechanisms for this. can UE do reporting and prediction to compare.
Ericsson:  for inference option 3, for monitoring not option 3
Huawei: we think Option 3 is good. AI/ML is used to resolve the channel aging problem so this can only be checked by throughput. prediction accuracy is not usable from a RAN4 POV.
Qualcomm: can we focus on inference?we can take monitoring separately.
oppo: for inference option 3 is good.
Apple: in a fading channel how are we going to decide on the threshold?
Intel:  should keep relative and absolute open
Nokia: prediction can be used for monitoring 
ZTE: fading is used already in some demod cases.
Ericsson: same metric as for non-AI.
Huawei: we do not think absolute throughput is useful?
Intel: we have some requirements with absolute throughput.
oppo:  we share similar concern with Huawei.
· Agree option 3 for inference only. TBD whether we use relative or absolute throughput.
· Monitoring will be discussed separately. 


Sub-topic 4-2
Test Encoder/decoder options for 2-sided model
Some companies proposed to drop Options 1/2 from the options considered for 2-sided model due to confidentiality issues
Issue 4-2: Testing options for 2-sided model
· Proposals
· Option 1: Do not consider options 1/2 further, only consider options 3/4
· Option 2: Keep all options
· Option 3: others
· Recommended WF
· Option 1

Discussion:
RAN4 to further discuss only options 3 and 4

Sub-topic 4-3
Option 3 for 2-sided model
Several companies brought proposal on how to further study/check the feasibility of option 3
Issue 4-3: Option 3 for 2-sided model
· Proposals for parameters that should be agreed upon:
· Option 1: Propagation conditions, UE/CSI configurations
· Option 2: 
· encoder input data generation procedure(s) and encoder/decoder pair backbone structure(s)
· cost function for training purposes
· The parameters of the encoder/decoder pair are trained based on the generated input data, backbone structure and the cost function
· Option 3:
· Quantization, fixed point design
· Option 4:
· Activation functions
· Option 5:
·  Maximum FLOPS
· Option 6:
· Number of layers, layer type, layer size
· Option 7:
· Consider model architecture and model training related parameters as shown in Table below
	Category
	Parameter
	Description/Examples

	Model architecture parameters
	Model type
	Transformer, CNN, RNN, etc.

	
	Model depth
	Number of layers

	
	Layer type
	Fully connected, convolutional, etc.

	
	Layer size
	Neuron count and configuration

	
	Quantization method
	Scalar, vector (with codebook)

	Model Training related parameters
	Training procedure
	Initialization method, training duration, training completion criteria

	
	Loss function
	SGCS, NMSE, etc.

	
	Hyperparameters
	Learning rate, batch size, regularization techniques and strength, optimization algorithm, etc.

	
	Cross-validation details
	Dataset splits for training/testing/validation

	Generalization (may be applicable to all four options)
	Performance requirements on test dataset(s)
	Mean SGCS, etc.

	Scalability (may be applicable to all four options)
	Supported antenna port configurations
	(2,8,2), (2,4,2), etc.

	
	Supported feedback payloads
	Low, medium, high overhead (with specified number of bits)



· Others
· Recommended WF
· To be discussed 
[bookmark: _Hlk159518813]Likely multiple options need to be chosen, RAN4 should agree on a minimum set such that companies can continue the study

Discussion:
Samsung: the table is a good start, how to interpret the parts on generalization and training? are these needed?
Nokia: objective was to see if these parameters are needed for a more generic model?

	Category
	Parameter
	Description/Examples

	Model architecture parametersa
	Model type
	Transformer, CNN, RNN, MLP

	
	Model depth
	Number of layers

	
	Layer type
	Fully connected, convolutional, activation layer, etc.

	
	Layer size
	Neuron count and configuration

	
	Quantization method for the encoder output
	Scalar, vector (with codebook)

	
	Encoder-decoder interface
	Number of bits of latent message

	
	Fixed point representation
	Int8, int16, floating point etc

	
	Format of input to encoder/output of decoder
	

	Model Training related parameters
	Training procedure
	FFS (e.g Initialization method, training duration, training completion criteria, collaboration type, encoder assumption, etc)

	
	Loss function
	SGCS, NMSE, etc.

	
	Training datasets
	Channel model, number of Tx/Rx ports
Other parameters FFS (e.g. rank)

	
	Hyperparameters
	Learning rate, batch size, regularization techniques and strength, optimization algorithm, etc.

	
	Cross-validation details
	Dataset splits for training/testing/validation

	Generalization (may be applicable to all four options)
	Performance requirements on test dataset(s)
	Mean SGCS, etc.

	Scalability (may be applicable to all four options)
	Supported antenna port configurations
	(2,8,2), (2,4,2), etc.

	
	Supported feedback payloads
	Low, medium, high overhead (with specified number of bits)



Architecture parameters: 
R&S: at the moment this is a supporting structure of what we want to achieve. we should keep as many things as possible.
Qualcomm: what is more important? the first 2 entries are more important. quantization we probably do not need for the spec implemenantation. it could be left to the implementation. 
Apple: we aim to generate models with similar enough performance. 
Samsung: all these parameters are important. 
vivo: what is in the table is needed. there are additional items like activation function, normalization. 
Huawei: we should add MLP to the model type:
Training related parameters:
Qualcomm: most important is the loss function, the procedure might not matter much.
Samsung: The training for option 3 will just be a way to derive the model, this is not needed to be captured.
Apple: just agreeing the model parameters will not guarantee similar performance. training dataset is important. different sets will lead to different performance. we also need ot agree on the datset
R&S: we need to agree on what training data to use
vivo: this model training parameters may bring some convergence. in the end they will not be exactly the same. we might need some criteria. we do not need all the parameters. 
Nokia: for us a fully specified means we should know the value of weights and biases for each node. 
oppo: we think all these parameters are needed
E///: agreeing these parameters can help us in the future when we decide what model to pick because we will likely have to pick one.
Qualcomm: we need to agree a set of parameters to have some level of convergence on the models.
Nokia: 
Qualcomm: for the training dataset there will be a need to agree on the decoder input generation procedure
oppo: side conditions will determing the training dataset
Vivo: Tx/Rx number of ports might not matter, we might need to agree on the channel model. 
Apple:  
Moderator: green part is what is already agreed, what else needs to be agreed has to be further discussed.
QC: for the training dataset, we need to also agree on the channel estimation output
Apple: this is a study phase in Rel-19. Are we in a hurry to agree things in April. We should just have a good understanding of the framework. We do not need all the details. For us, the channel models and the dimenision is not sufficient, we would also need to understand what is the assumption on the transmitter side.
Samsung: details for the CSI test cases will depend on the RAN1 discussion, for RAN4 we should not hurry. Testability does not cover only 2-sided model. If we want to specify all the details, this is not aligned with our original goal. Option 3 and Option 4 is for any 2-sided model? 
Oppo: for the model structure, maybe we can add something like model interface. If we want to have a model fully specified, it could depend on the training hardware/software. 
E///: I would agree we need to discuss in the context of the study in the WI. It sounds very ambitious to get some results by May but we can aim for that. The task for now is whether we can do this for CSI. Training procedure is not yet highlight. We may want to get some high level agreement on what the training duration or criteria for completion should be.
Samsung: this is just a study picking compression as an example. If we specify in the spec, we need more parameters. Format woud also be needed. We need 2 sets of what we need to specifiy and other is a set needed to derive the decoder. 
Apple: seems there are 2 possibilities. One possibility is we only specifiy the framework(key components), we will not specify what model we use or the number of ports. Once we confirm these, we would have some deterministic parameters. We still need input from RAN1. Is the purpose of study that everyone can derive a similar decoder.
Nokia: seems there is a confusion, for deriving requirements we still have some basic assumptions. These are still needed, like assumptions on channel estimation, how CSI report would be done, etc. 
vivo: what we put in the specs, we agree with moderator that for Option 3 only the decoder would be captured. how we specifiy it, needs further study. for Option 4, it will not be explicitly specified. these things would be captured in the TR
Huawei: we also need to agree on a fixed point representation
Apple: what is the table used for. this reference model would be used to generate the requirement. we need to specify some details, UE can implement anything. 
E///: we might need to agree some parameters related to training like training duration, completion criteria
Samsung: it will be difficult to align the training duration. we want to have an aligned set of parameters. we also need to consider the encoder. if we do the training and use similar parameter for the encoder as for the decoder. it’s not clear if we can copy the parameters from the decoder ot the encoder
E///: it might be relevant to at least report how training was done.
Nokia: we had a proposal already relate to training. it depends on multiple parameters. not easy to agree on duration. we need to ensure that the model does not underfit or overfit. we might need a loss function or some criteria for fitting.
QC: we have relatively good consensus. if we agree as many traninig parameters/conditions as possible, we would probably get closer results. it’s time consuming to get all these parameters agreed. we might get to a point where we do not need to agree/ fine tune more parameters because the results will end up being similar.
E///: we may want to identify some things that need to be aligned and some that just need to be reported.
Apple: we can take this table as baseline, we might need to agree some more parameters and we can iterate from there.
Samsung: we should also have something for the encoder. We could just have some agreement that same/similar paraemters will be used for the encoder.
Nokia: the training could be of different types, we might need to agree on some training collaboration type. 
Apple: let’s assume we agree all parameters, what is the next step to determine feasibility?
Intel: we think it might too early to decide on specific parameters for the channel, it would not be generic enough. 


Sub-topic 4-4
Option 4 for 2-sided model
Several companies brought proposal on how to further study/check the feasibility of option 4. This discussion is also related to sub-topic 4-3 as the feasibility study has many similarities 
Issue 4-4: Option 4 for 2-sided model
· Proposals
· Option 1: 
· Capture a {encoder input, encoder output, decoder output} dataset in RAN4 specification, and the test decoder implementations are verified against this {encoder output, decoder output} dataset. Two sub-options for dataset generation are listed below:
· Option 4a-1: The dataset is generated by one agreed reference encoder/decoder pair (for dataset generation purpose)
· Option 4a-2: The dataset is generated by the encoder/decoder pairs designed by the contributing companies based on the agreed common assumptions
· Option 2:
· Capturing the encoder in the agreed reference encoder/decoder pair (for test decoder verification purpose) in RAN4 specification, and the test decoder implementations are verified against this reference encoder.
· Option 3: discuss which parameters/assumptions should be different/not needed compared to Option 3 in Issue 4-3
· Option 4: Model structure is not specified in RAN4. Training dataset is specified, where each training sample consists of both the raw channel matric/precoding matrix and the bit stream forwarded to the test decoder.
· Option 5: 
· Model structure is specified in RAN4. Training dataset is not specified for verifying the encoder at DUT. The test decoder developed by TE vendor needs verification. 
· FFS: How to determine the test metric for test decoder developed by each TE vendor. 
· Option 6: Others
· Recommended WF
· To be discussed 
Likely multiple options need to be chosen, RAN4 should agree on a minimum set such that companies can continue the study

Discussion:

Sub-topic 4-5
Comparison table
The comparison table has been discussed for several meetings, companies brought proposals on how to fill in the parts of the table which were not finalized during the SI phase. The table with the agreements so far highlighted in green is captured below. The companies’ inputs are included in the Annex. 
Issue 4-5: Comparison table
· Proposals
· Option 1: 
· Table 7.4.2.3-1 Comparison of the four options of test decoder
	 
	Option 1
	Option 2
	Option 3
	Option 4

	Clarification of options

	Source of the test decoder 
	 DUT vendor

	Decoder vendor (infra vendor in case of testing UEs) 
	 RAN4 specifications
	 TE vendor, decoder developed based on RAN4 specifications

	Source of decoder training data 
	Up to DUT vendor (no need to be specified)
	Up to decoder implementer (infra vendor) 
FFS whether coordination with encoder vendor is required
	Not needed, decoder fully specified (used as part of the RAN4 procedure to specify the decoder)
	FFS
Could be specified depending on how Option 4 will be defined

	DUT vendor knowledge of the test decoder
	Full knowledge

	No or partial or enough or full knowledge based on alignment with infra vendors or specifications 
	Full knowledge based on the specifications
	Partial knowledge – based on the RAN4 specification

	Supported training collaboration type between DUT and decoder provider  (source of training data should be consistent with the collaboration type)
	
	
	
	

	Test decoder performance verification procedure at TE
	Need to ensure that decoder performance is not degraded (as intended by the decoder provider) on the TE 

	- Need to ensure that decoder performance is not degraded (as intended by the decoder provider) on the TE 
- Need to ensure that decoder performance is good enough to enable a DUT that meets the minimum requirements to pass the test
	Not needed as long as the standardized model implementation can be similar enough between TE vendors
	Not needed as long as the model implementation can be similar enough between TE vendors

	Feasibility of test decoder verification procedure
	FFS
	FFS
	FFS
	FFS

	Pros/Cons analysis

	Reflection on the real deployment (likelihood that test decoder would be used in actual field deployments )
	
	
	
	

	TE requirements to deploy the decoder (e.g. training, complexity, interoperability)
	Higher than Option 3/4 in terms of that maybe more than one decoder are implemented by TE
Lower than Option 3/4 in terms of that no training at TE is required
	Higher than Option 3/4 in terms of that maybe more than one decoder are implemented by TE
Lower than Option 3/4 in terms of that no training at TE is required 
	Lower complexity than Option 1/2 in terms of that only one decoder is implemented by TE
Lower than Option 4 in terms of that no training at TE is required
	Lower complexity than Option 1/2 in terms of that only one decoder is implemented by TE
Higher than Option 3 in terms of that training at TE is required
Note: How to ensure compatibility/interoperability between TE and DUT needs further study.

	Specification Effort (defining test decoder and requirements)
	Low
	Low 
	Highest 
RAN4 needs to standardize the entire decoder
	High
RAN4 needs study and decide on what to standardize

	Confidentiality/ IP issues in the testing procedure(after specs are published)
	
	
	 No
	No


	Applicability to different scenarios/conditions/ configurations
	
	
	
	

	Complexity of testing for the ecosystem
	Testing the encoder at DUT
Higher than Option 3/4
Need for interaction between TE vendor 
	Testing the encoder at DUT
Higher than Option 3/4
Testing complexity higher also than option 1.
	Testing the encoder at DUT
Low – no need for interaction between TE vendors and other parties
	Testing the encoder at DUT
Low – no need for interaction between TE vendors and other parties

	Complexity of verifying/testing the test decoder
	Higher than option 3/4
FFS compared to option 2
	Higher than Option 3/4
FFS compared to Option 1
	Low
	Low

	Complexity of deploying for the ecosystem
	
	
	
	

	Friendly to STOA(state of the art) model test / Forward compatibility when new AI models are invented
	
	
	
	

	Relationship with reference decoder/encoder(used by RAN4 to define the performance requirements) for defining requirement
	
	
	
	

	Whether model transfer/delivery is needed during the test procedure
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