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Introduction
RANP#102 approved the WID on AI/ML based positioning. The objective for AI/ML based positioning is formulated as below, where the RAN4 related text are highlighted for the reference purposes.
· Positioning accuracy enhancements, encompassing [RAN1/RAN2/RAN3]:
· Direct AI/ML positioning:
· (1st priority) Case 1: UE-based positioning with UE-side model, direct AI/ML positioning
· (2nd priority) Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning.
· (1st priority) Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning.
· AI/ML assisted positioning 		 
· (2nd priority) Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning	
· (1st priority) Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning.
· Specify necessary measurements, signalling/mechanism(s) to facilitate LCM operations specific to the Positioning accuracy enhancements use cases, if any
· Investigate and specify the necessary signalling of necessary measurement enhancements (if any)
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE for relevant positioning sub use cases

· Core requirements for the above two use cases for AI/ML LCM procedures and UE features [RAN4]:
· Specify necessary RAN4 core requirements for the above two use cases.
· Specify necessary RAN4 core requirements for LCM procedures including performance monitoring.

In the sections to follow the use cases identified by the WID and the RAN4 specific issues related to each use case are discussed. 
Discussion
Positioning use cases
During the Rel. 18 study item, direct AI/ML positioning and AI/ML assisted positioning were studied by RAN1. An illustration of direct AI/ML positioning is shown in Figure 1, where the model output is the prediction of the UE location. In AI/ML assisted positioning, as shown in Figure 2, the model output is the measurements that can be used for UE positioning, where the model output can either be a new positioning measurement or enhancement of the existing measurements such as RSTD measurement.
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[bookmark: _Ref158806250]Figure 1. Direct positioning based on AI/ML model.
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[bookmark: _Ref158806456]Figure 2. AI/ML model assisted positioning.

Based on these two types of AI/ML based positioning implementations, the Rel. 18 SI identified the following use cases and were investigated during the SI phase.
· Case 1: UE-based positioning with UE-side model, direct AI/ML positioning.
· Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning.
· Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning.
· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning.
· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning.

Case 1: UE-based positioning with UE-side model
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[bookmark: _Ref158806799]Figure 3. Case 1 for AI/ML based positioning.

In this use case AI/ML model is at the UE. The measurement or data needed for model inferencing is collected by the UE itself. The model inferencing in this use case provides the prediction of the UE location as shown in the Figure 3. This scenario is similar to the UE-based positioning in legacy NR positioning and no requirements are defined for such scenario.
Observation 1: Use case 1 is equivalent to UE-based positioning in legacy NR positioning.
Observation 2: Requirements are not defined for measurements for UE-based positioning in legacy NR positioning specification. In this regard, discussion on core and performance requirement for use case 1 is not relevant for RAN4 discussion.
Proposal 1: RAN4 to not define requirements for use case 1.

Case 2a: UE-assisted/LMF-based positioning with UE-side model
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[bookmark: _Ref158807661]Figure 4. Case 2a for AI/ML based positioning.

In use case 2a AI/ML is at the UE. The inferencing of the AI/ML model generates predictions of measurements that can be used for UE positioning. In this use case, the positioning measurements based on AI/ML model inferencing is then reported to the LMF where the estimation of UE position takes place. An example illustration of this use case is given in Figure 4.
This use case is similar to the UE-assisted positioning supported by legacy NR positioning specification. And it shall be noted that RAN4 has defined requirements for all the measurements associated to UE-assisted positioning. Because the accuracy of the position estimation performed by LMF depends heavily on the measurements reported by the UE, RAN4 should define both core and performance requirements for use case 2a.
Observation 3: Use case 2a is similar to legacy UE-assisted NR positioning, in the sense that the measurements are generated by the AI/ML model in UE and the measurements are reported to LMF where UE position is estimated.
Observation 4: RAN4 has defined requirements for all the measurements associated to UE-assisted positioning.
Observation 5: Use case 2a is relevant for core and performance requirements discussion in RAN4.
Proposal 2: Define core and performance requirements for use case 2a. Details and the scope of the core and performance requirements for use case 2a depends on the outcome of RAN1/RAN2 discussions.

Case 2b: UE-assisted/LMF-based positioning with LMF-side model
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[bookmark: _Ref158807701]Figure 5. Case 2b for AI/ML based positioning.

In use case 2b the AI/ML model is at the LMF. The UE in this use case assists LMF for positioning by providing measurement/data that is required by the AI/ML model in the LMF as an input for inference. The model output in this use case is the prediction of UE location. An example illustration of this use case is given in Figure 5. Since the performance of the AI/ML model at LMF relies heavily on the accuracy of the measurements performed by UE, it should be in the interest of RAN4 to define the corresponding accuracy requirement, measurement delay requirement, and the report mapping of the measurement data (i.e., quantization range and quantization granularity). Depending on the progress made in RAN1, there might be a need to make further assessment on the applicable requirements for this use case.
Observation 6: For case 2b model input are measured by UE and transferred over LPP to LMF.
Observation 7: Accuracy of model inferencing for use case 2b relies on the accuracy of measurement performed by the UE.
Proposal 3: RAN4 to define core and performance requirements for use case 2b.

Case 3a: NG-RAN node assisted positioning with gNB-side model
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[bookmark: _Ref158808101]Figure 6. Case 3a for AI/ML based positioning.

Use case 3a is similar to use case 2a elaborated above. The main difference between the use case 2a and use case 3a is that the AI/ML model in use case 3a is in gNB, which similar to the AI/ML model in use case 2a produces positioning measurements as model output. These measurements are then reported to the LMF where the UE position estimation is done. An example illustration of use case 3a is given in Figure 6.
Given the similarity between the use case 2a and 3a, in our view the observations made for use case 2a remain valid for the use case 3a also. In this regard, RAN4 should define the appropriate performance requirement for use case 3a.
Proposal 4: RAN4 to define performance requirement for use case 3a. Details of the applicable performance requirement are identified based on the progress made by RAN1 on the use case.

Case 3b: NG-RAN node assisted positioning with LMF-side model
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[bookmark: _Ref158808265]Figure 7. Case 3b for AI/ML based positioning.

Use case 3b is similar to use case 2b elaborated above. The main difference between the use case 2b and use case 3b is that, in use case 3b gNB is responsible to feed in measurement data that is required by the AI/ML model in LMF for inference. The AI/ML model output in this use case is the prediction of UE location. An example illustration of this use case is shown in Figure 7.
Given the similarity between the use case 2b and 3b, in our view the observations made for use case 2b remain also valid for the use case 3b. In this regard, RAN4 should define the appropriate performance requirement for use case 3b.
Observation 8: For case 3b model input are measured by gNB and reported to LMF over NRPPa.
Proposal 5: RAN4 to define performance requirement, limited to measurement performed and reported by gNB, for use case 3b.

Training data generation
For AI/ML model training, aspects related to training data generation were also studied during the Rel. 18 SI. Issues related to the node that can generate ground-truth label along with the other training data are identified in the TR38.843. Since the overall framework of AI/ML based positioning is yet to be concluded, it therefore remains to see the impact of training data generation on RAN4 specification.
Observation 9: Framework for AI/ML model training data generation is not clear enough to identify the RAN4 impact.

Model monitoring
During the SI the following entities were identified for deriving the monitoring metrics.
· UE at least for positioning with UE-side model (cases 1 and 2a).
· gNB at least for positioning with gNB-side model (case 3a).
· LMF at least for positioning with LMF-side model (cases 2b and 3b). 

The monitoring metrics, identified during the SI, fall into two categories depending on if ground-truth label is required or not,
· If ground-truth label (or its approximation) is required, statistics of the difference between model output and provided ground-truth label can be used as a monitoring metric.
· If ground-truth label (or its approximation) is not required, then the measurement metric can be statistics of measurement(s) compared to the statistics associated with the training data and statistics of model output compared to the statistics associated with the training data and/or its own previous inference output.

The impact of model monitoring on RAN4 depends on the sub-use cases, the monitoring metrics, and the implementation of the model monitoring. For instance, when the monitoring metrics are derived and needs to be transferred among different entities through standardized interfaces, accuracy and format requirement for the monitoring metrics and measurement for deriving monitoring metrics may needs to be defined. For (real-time) performance monitoring, latency requirement for data collection is to be studied. 
Summary
In this contribution RAN4 issues related to AI/ML based positioning are discussed. Since this is the first contribution to rel. 19 AI/ML based positioning normative work, this contribution emphasizes on Ericsson’s view on the use cases and the associated requirements that fall within the RAN4 scope. The discussion presented in this paper can be summarized into the observations and proposal listed below.
Observation 1: Use case 1 is equivalent to UE-based positioning in legacy NR positioning.
Observation 2: Requirements are not defined for measurements for UE-based positioning in legacy NR positioning specification. In this regard, discussion on core and performance requirement for use case 1 is not relevant for RAN4 discussion.
Proposal 1: RAN4 to not define requirements for use case 1.
Observation 3: Use case 2a is similar to legacy UE-assisted NR positioning, in the sense that the measurements are generated by the AI/ML model in UE and the measurements are reported to LMF where UE position is estimated.
Observation 4: RAN4 has defined requirements for all the measurements associated to UE-assisted positioning.
Observation 5: Use case 2a is relevant for core and performance requirements discussion in RAN4.
Proposal 2: Define core and performance requirements for use case 2a. Details and the scope of the core and performance requirements for use case 2a depends on the outcome of RAN1/RAN2 discussions.
Observation 6: For case 2b model input are measured by UE and transferred over LPP to LMF.
Observation 7: Accuracy of model inferencing for use case 2b relies on the accuracy of measurement performed by the UE.
Proposal 3: RAN4 to define core and performance requirements for use case 2b.
Proposal 4: RAN4 to define performance requirement for use case 3a. Details of the applicable performance requirement are identified based on the progress made by RAN1 on the use case.
Observation 8: For case 3b model input are measured by gNB and reported to LMF over NRPPa.
Proposal 5: RAN4 to define performance requirement, limited to measurement performed and reported by gNB, for use case 3b.
Observation 9: Framework for AI/ML model training data generation is not clear enough to identify the RAN4 impact.
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