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[bookmark: _Toc116995841]Introduction
The Rel-18 study on artificial intelligence (AI)/machine learning (ML) for NR air interface (FS_NR_AIML_Air) [1] was completed at the previous RAN4#109 meeting [2] and the findings (with agreements and open issues) were documented in the TR 38.843 V18.0.0 [3]. Furthermore, a new Release-19 work item on artificial intelligence (AI)/machine learning (ML) for NR air interface (NR_AIML_Air) [4] was approved at RAN#102.
Since there are number of open issues left after the end of Rel-18 SI, Rel-19 WI will start with the continuation of the study part in RAN4. The following RAN4 objectives can be found in the new WID [4]:
	· Testability and interoperability [RAN4]: 
· Finalize the testing framework and procedure for one-sided models and further analyse the various testing options for two-sided models, in collaboration with RAN1, and including at least: 
· Relation to legacy requirements
· Performance monitoring and LCM aspects considering use-case specifics
· Generalization aspects 
· Static/non-static scenarios/conditions and propagation conditions for testing (e.g., CDL, field data, etc.)
· UE processing capability and limitations
· Post-deployment validation due to model change/drift
· RAN5 aspects related to testability and interoperability to be addressed on a request basis



In this paper we focus mostly on the clarification of requirements and testing framework for one-sided models. We introduce a structured view on such a framework, share our understanding of RAN4 testing for AI/ML-based features, and discuss in more detail several AI/ML specific aspects, such as generalization, model update and post-deployment verification and UE processing capabilities. Additionally, we discuss what updates might be still needed in the testing diagrams.

[bookmark: _Toc116995842]Discussion
RAN4 AI/ML requirements and testing framework
Following the TR 38.843 [3], the focus areas of RAN4 requirements and testing framework discussed during the Rel-18 SI on AI/ML in air interface are the following:
1) Inference
2) Life Cycle Management
3) Data Collection
Below, in Figure 1, we provide our view on the general structure of RAN4 AI/ML testing framework in illustrative/schematic way. Black boxes are related to the legacy RAN4 testing approach, whereas grey ones are new and AI/ML-specific.



[bookmark: _Ref158285372]Figure 1: Illustration of RAN4 AI/ML Requirements/Testing Framework.

On the top level of the framework, we place 2 main blocks:
1) Feature conformance requirements and test 
2) Live Cycle Management (LCM) requirements and test
The objective of such a split is, on one hand, to follow well-established RAN4 approaches for the formulation of requirements and tests for a given UE feature. On the other hand, we need to reflect the new types of requirements and tests that are introduced by AI/ML.
Furthermore, in (1), we follow the traditional RAN4 approach of splitting the requirements in two main categories: Core and Performance.
· Core requirements are introduced to ensure the expected UE behaviour in relation to a certain feature, especially, the latency/timeliness of operations.
· Performance requirements for the feature are introduced to ensure that expected/minimal level of performance can be achieved by all devices. Performance requirements focus on the feature outputs. They are usually formulated in terms of accuracy (measurements or reporting), certain level of packet error (% of Max achievable TPut) rate at a given SINR, etc.
Note that the requirements above are minimal, i.e., all UEs to which the requirements are applicable shall comply with those. However, it does not mean that some of the UEs can execute those operations faster or perform more better than it is required.
Both core and performance requirements, are, in general, related to inference/exploitation of the underlining AI/ML model(s) provisioning the corresponding UE feature. However, as we will discuss below, we cannot isolate in RAN4 AI/ML model from the feature and device/UE.
The need for core and performance requirements are feature specific. However, for Core requirements, RAN4 have not agreed on any any new testing methods specific for AI/ML so far. Whereases, the common understanding is that performance requirements will need to be more elaborated to address the stochastic nature of AI/ML-based features. Therefore, in the diagram, we demonstrate:
· traditional RAN4 approach for formulation of performance requirements, i.e., when the TS defines parameters/conditions (testing points) that are static, and the minimum level of performance is verified in those independently of each other. 
· When AI/ML based feature requirements/tests are formulation in the same conditions/parameters as for its non-AI/ML counterpart and the same metric is used (i.e., legacy requirement exists), it becomes possible to compare the performance of those features directly. For now, this is the only way to ensuring that UE and gNB with AI/ML meet or exceed the existing minimum requirements, as it was targeted by one of Rel-18 SI objectives.
· extensions to the traditional performance testing approach with the target to have better test coverage for AI/ML features:
· testing in the Other conditions that are different to the Identified conditions. This kind of requirements and test should reflect the generalization capability of the underlining AI/ML functionality/model if it can be identified.
· For now, the definitions of identified an other scenarios are not clear. We expect, though, that they can be clarified when applied to the concrete use-cases.
· testing in Dynamic conditions, when some of the test configurations are changing, e.g., propagation conditions. This type of testing is new to RAN4 and has been still left FFS in Rel-18 study.

The requirements and tests in block (2) are related to Life Cycle Management (LCM) operations.
The LCM aspects are listed below from the TS 38.843:
	The following aspects, including the definition of components (if needed) and necessity, are studied in LCM:
-	Data collection
-	Note: 	This also includes associated assistance information, if applicable.
-	Model training
-	Functionality/model identification 
-	Model delivery/transfer
-	Model inference operation
-	Functionality/model selection, activation, deactivation, switching, and fallback operation.
-	Including: Decision by the network (either network initiated or UE-initiated and requested to the network), decision by the UE (event-triggered as configured by the network, UE’s decision reported to the network, or UE-autonomous either with UE’s decision reported to the network or without it)
-	Functionality/model monitoring
-	Model update
-		UE capability
Note: 	Some aspects in the list may not have specification impact. 



Model inference operation is listed as one of the LCM aspects. It is essentially included as a part of performance tests of UE feature in block (1). Additionally, it may be relevant to Functionality/model monitoring. Therefore, we consider inference to be already covered in the functionality diagram above and show it as green.
Otherwise, non-considered aspects are shown as grey, necessary – as red, and those requiring further study as blue.
In our understanding, model training is not considered/specified in terms of Rel-18/Rel-19 use cases, i.e., it is assumed that the training is done offline. Hence, we do not need to consider it in the RAN4 framework.
Since LCM operations are introduced specifically for the support of new AI/ML-based features they constitute new set of RAN4 requirements that didn’t exist before. Introduction of requirements and tests for these operations are of high importance because they ensure predictable UE behaviour when managing AI/ML-related infrastructure.
In TR38.843, Clause 7.3.2.2, the following RAN4 guidelines have been captured in relation to LCM:
	The following procedure can be considered for defining core requirements:
-	Performance monitoring procedure, including performance evaluation and decision-making procedure for AI/ML functionalities/models
-	Functionality/Model management procedure, including functionality/model selection/activation/deactivation, and functionality/model switching/fallback/transfer/delivery/update
-	Latency/interruption requirement for above procedures

The following LCM related requirements can be considered:
· Model/Functionality select/switch/activate/deactivate/fallback
· Model/Functionality monitoring
·  On whether requirements for data collection (in particular for training) could/need be defined:
· Data collection requirements would only be defined if data collection procedure is defined in 3GPP specifications.
· On requirements for model transfer/update:
· Requirements would only be defined if model transfer/update would be defined in 3GPP specifications.
The legacy framework for RRC/MAC-CE/DCI based core requirements (e.g., define delay requirements based on multiple delay components) can be used as the baseline for LCM procedures if the LCM related requirements are agreed to be introduced. If new procedures which legacy framework is not applicable to are introduced, additional core requirement framework can be discussed.



Following the guidance above we assume that Functionality/model management requirements should have only Core requirements. Management requirements will be strongly based on RAN2 signalling design, especially, in relation to such operations as model change, fallback, activation, deactivation, etc. In this respect, as it is already mentioned in the TR, the corresponding requirements should be similar to the legacy framework for RRC/MAC-CE/DCI-based core requirements.
Additionally, based on the Rel-19 WI description, Model transfer still might be in the scope:
	· Model transfer/delivery [RAN2/RAN1]: 
· [bookmark: _Hlk152950348]Determine whether there is a need to consider standardised solutions for transferring/delivering AI/ML model(s) considering at least the solutions identified during the FS_NR_AIML_Air study 


If needed, we can consider it together with the other management procedures. Similar approach can be also used for Model/Functionality identification.

However, for Performance mentoring, we cannot affirm now that only Core requirements in RAN4 will be needed, especially looking at the Common framework for Performance mentoring described in the TR, where there are reference to inference accuracy, data distribution, etc.
	[bookmark: _Toc135002584][bookmark: _Toc149657185]7.1.1	Common framework
Items considered for studying the necessity, feasibility, potential specification impact: 
Performance monitoring
The following metrics/methods for AI/ML model monitoring in lifecycle management per use case are considered:
-	Monitoring based on inference accuracy, including metrics related to intermediate KPIs
-	Monitoring based on system performance, including metrics related to system peformance KPIs
-	Other monitoring solutions, at least the following 2 options.
-	Monitoring based on data distribution
-	Input-based: e.g., Monitoring the validity of the AI/ML input, e.g., out-of-distribution detection, drift detection of input data, or SNR, delay spread, etc.
-	Output-based: e.g., drift detection of output data
-	Monitoring based on applicable condition



Performance monitoring requirements shall cover monitoring actions, e.g., latency of indication of performance degradation. Such requirements can are similar to model management requirements and can be referred as Core. They are already listed in the TS. additionally, depending on the design, performance mentoring mechanism may involve evaluation of KPIs and/or reporting new metrics. If it is the case, then the accuracy of such evaluation and reports shall be considered in RAN4. Model monitoring still has a strong dependency on other RAN WG design because monitoring mechanisms shall be supported by the special configurations, UE evaluation capabilities and reporting. 
[bookmark: _Hlk158917837]
[bookmark: _Toc158917213]RAN4 to consider performance requirements for Performance monitoring (in addition to Core), depending on RAN1/RAN2 design of corresponding procedures.

Data collection listed as one of the focus areas for RAN4. Therefore, we include under LCM block. In our view, only Data collection for training should be treated separately, because data collection for inference and monitoring are the essential parts of other requirements and test.
Finally, model updates require special attention in application to AI/ML features, and we discuss this aspect further below.

[bookmark: _Toc158917214]RAN4 to include a diagram like in Figure 1 into the TR 38.843 to illustrate RAN4 AI/ML requirements/testing framework.
In the rest of the paper, we consider some of the aspects of the requirements and testing framework in more details.

Definitions and principles of testing and validation
Below, the definitions of AI/ML models testing and AI/ML model validation introduced in Section 3.1 of the TR 38.843 [3] are listed:
	· AI/ML model testing: A subprocess of training, to evaluate the performance of a final AI/ML model using a dataset different from one used for model training and validation. Differently from AI/ML model validation, testing does not assume subsequent tuning of the model.
...
· AI/ML model validation: A subprocess of training, to evaluate the quality of an AI/ML model using a dataset different from one used for model training, that helps selecting model parameters that generalize beyond the dataset used for model training.




These definitions are not introduced in RAN4 and should be reconsidered or at least clarified whether and how they are applicability in RAN4 context. For example, it is obvious that model testing is not the subprocess of model training. Similarly, validation that can be related to generalization/stability testing in RAN4 cannot be the part of training either.
[bookmark: _Toc158917215]The definitions of AI/ML Model testing and validation introduced in TR 38.843 are not aligned with RAN4. In particular, RAN4 AI/ML-based feature testing cannot be the subprocess of training.
[bookmark: _Toc158917216]Add a note in the term definitions (Clause 3.1 of TS 38.843) of AI/ML model testing and AI/ML model validation that they are not applicable in RAN4 context.

The testing principles for both non-ML (legacy) as well as for ML-enabled features, and the differences in between them is demonstrated in the figures below:
Testing of Non-ML (Legacy) Features:
[image: A diagram of a software system

Description automatically generated]
Figure 2: Block Diagram of a legacy (non-ML) feature testing.

Testing of ML-Enabled Features:
[image: A diagram of a software system

Description automatically generated]
[bookmark: _Ref158744557]Figure 3: Block diagram of a ML-enabled feature/functionality testing.

An ML-enabled feature/functionality is much more than just a (or a set of) ML model(s). Figure 3 provides a general overview of how an ML model is used and enables an ML-based feature. This representation is valid for both one-sided (UE-side or NW-side) and two-sided solutions. The main components are explained below:
· Input data features pre-processing: This block provides all the ML input data pre-processing steps (measurements, filtering, cleaning, formatting, etc.) as required by the implementation specific ML model(s). The input data features are extracted from the test input signals provided by the TE.
· ML model: This block provides the device (UE or gNB) specific implementation of the ML algorithm(s) which the vendor has developed and tested following the usual MLOps principles.
· Output data features post-processing: This block provides all the ML output data post-processing steps (filtering, cleaning, formatting, etc.) as required by the implementation specific ML model(s).
· Air-interface Functionary/Feature: This is air-interface mechanism which generates the output of the feature as configured by the gNB (e.g., UE measurement reports). This outcome is provided as test output to the TE.
As also defined in the TR 38.843 [3],
	AI/ML model Inference: A process of using a trained AI/ML model to produce a set of outputs based on a set of inputs.



This definition is, indeed, applicable to AI/ML models, but in RAN4, requirements and testing procedures cannot be formulated in isolation from the UE, i.e., from the Device Under Test (DUT). Most of the existing RAN4 test procedures assume that the device does not even need to be aware that it is under test. Testing Setup (TS) or System Simulator (SS) is used to emulate real 3GPP radio interfaces through which the device connects to the network (or to a part of it, e.g., to the gNB). Hence, some pre-processing steps shall precede (e.g., radio measurements need to be performed by radio components and further processed) the actual inference of the ML model at the DUT. Similarly, post-processing steps follow the ML model inference output, as shown in Figure 3. The evaluation methodologies, that are discussed in RAN1 in direct application to AI/ML models cannot be applied directly to RAN4 requirements and tests.
The difference in between testing of AI/ML models and AI/ML systems are also emphasized in the ETSI TR 103.910 on AI/ML-enabled systems.
	In the context of quality assurance and testing, we cannot consider ML models in isolation. ML-models are trained, integrated, and applied within a particular technical and often physical environment. Following this, we distinguish the technical environment of an ML model and the application environment. While we usually have influence on the technical environment, the application environment can only be controlled to a limited extent. An ML model in its technical environment can be considered as an ML-based system that has a specific architecture. This architecture implements a typical data processing pipeline. In addition to the ML model, such a system usually contains components for data acquisition and preprocessing as well as components for decision postprocessing and presentation. Since there is an extremely strong binding between the ML model and its environment, the model must especially be tested with the software that is used data acquisition and preprocessing as well as for decision postprocessing and presentation. Unlike classical software, the dependency between the model and its surrounding components is often more difficult to characterize than integration relevant characteristics of classical software.



Therefore, we should understand AI/ML inference within RAN4 scope in a wider sense, i.e., as the process of utilizing of trained AI/ML model (or a set of AI/ML models, if individual model cannot be identified outside of the device) to produce the signals (standardized by the 3GPP) for the AI/ML-enabled feature /functionality provisioned by the model(s).

[bookmark: _Toc158917217]Evaluation methodologies that are considered to isolated AI/ML models (e.g. in RAN1) cannot be directly applied in RAN4 for formulation of requirements and test cases.
[bookmark: _Toc158917218]RAN4 to adopt Figure 3 demonstrating the testing principles of AI/ML-enabled feature/functionality as AI/ML-enabled system in the TR 38.843.

Accordingly, the requirements and tests that are introduced in RAN4 cannot be formulated for a particular AI/ML model. Specifying AI/ML model for RAN4 test is not straight-forward because of the complexity in various aspects of model definition and architectures. For example, the input and output parameters of the model would need to be aligned with different stakeholders, however, in practice, they can be left up to implementation. Moreover, introducing requirements, on the models that are essentially software objects and can be easily modified in the future creates unacceptable specification maintenance overhead.
RAN4 goal should be to guarantee that all parameters/configurations are provided timely and ensure the availability of all necessary inputs for the AI/ML-enabled feature. Configurations should also provide the available of the necessary signals. However, the design of signalling and feature-internal procedures is out of the scope of RAN4.
[bookmark: _Toc158917219]RAN4 configurations/parameters, requirements and tests should be defined on the level of ML-enabled Functionality/Feature, i.e., model- specific requirements and tests shall be precluded.
[bookmark: _Toc158708759][bookmark: _Toc158708888][bookmark: _Toc158708904][bookmark: _Toc158711181][bookmark: _Toc158711531][bookmark: _Toc158711576][bookmark: _Toc158712028][bookmark: _Toc158723473]
Finally, we would like to touch upon the issue of derivation of close performance requirements. It is hard to justify before the actual simulation results are provided by different companies, but we might face a situation when these results might be rather different. Hence, it will be align to some extend the assumptions that are made by the companies on the underlining models that are used to derive the simulation results that are used to define the requirements. Such assumptions might be formulated as requirements parameters or directly as the assumption/conditions on the AI/ML models. The first step, however, would be to align the terminology and to call such models in a common way. Hence, we propose to introduce the following definition in addition to the already existing Test encoder/Decoder term:
RAN4 to consider introducing the definition of Requirement/reference AI/ML model – the AI/ML model that is used by a particular company for the alignment/derivation of RAN4 performance requirements.
Note that such definition does not preclude the case when the same (e.g., standardized or test encoder/decoder) model is used for the derivation of requirements. 

On generalization
TS 38.843 UE capabilities for the functionality definition and additional conditions.
	For an AI/ML-enabled feature/FG, additional conditions refer to any aspects that are assumed for the training of the model but are not a part of UE capability for the AI/ML-enabled feature/FG. Additional conditions can be divided into two categories: NW-side additional conditions and UE-side additional conditions. Note: whether specification impact is needed is a separate discussion. 
For inference for UE-side models, to ensure consistency between training and inference regarding NW-side additional conditions (if identified), the following options can be taken as potential approaches (when feasible and necessary): 
· Model-identification to achieve alignment on the NW-side additional condition between NW-side and UE-side
· Model training at NW and transfer to UE, where the model has been trained under the additional condition
· Information and/or indication on NW-side additional conditions is provided to UE 
· Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality)
· Other approaches are not precluded
· Note: The possibility that different approaches can achieve the same function is not denied




Generalization aspects were studied during the rel. 18 SI, RP-213599. TR 38.843 captured the following aspects on Generalization:
	
The necessity and feasibility of defining requirements or test to verify the generalization of AI/ML is studied. 
The goals of generalization test are to verify whether the minimum level of performance of AI/ML functionality/model can be achieved/maintain under the identified scenarios and/or configurations, while the performance won’t be significantly degraded in other scenarios and/or configurations. The following aspects should be considered for generalization/scalability related testing:
-	details about the scenarios and/or configurations for test and the corresponding AI/ML models/functionality
-	what the minimum level performance for each identified scenario and/or configuration is
-	what the significant degradation for other scenarios and/or configurations is
It should also be considered that generalization and/or scalability related requirements for different scenarios/ configurations can be implicitly handled in the test case definition.
As for the handling of generalization tests, the following option is considered as baseline:
Signalling based LCM procedures and performance monitoring are considered in dedicated test cases and are excluded in tests verifying generalization. RAN4 may define multiple tests with different conditions. In each of the test, TE configures the same specified UE configuration, and therefore the same specified UE configuration is tested under different conditions to verify its generalizability. (environment differs in each test but not changing dynamically during the test)
-	Specified UE configuration includes functionality and/or model ID if defined



Regarding the second and third bullets from above text from the TR, we note that both are use case specific and need to be determined based on the RAN1 studies during the SI/WI complemented with RAN4 specific simulations during the WI.
[bookmark: _Toc158917220][bookmark: _Hlk158918165]The possibility to distinguish Identified and other Conditions for generalization depends on the way how UE capabilities will be defined for AI/ML-enabled features and what (additional) information can be shared in between the UE and the NW.
[bookmark: _Toc158917221]RAN4 to address minimum level of performance and potential level of degradation for generalization requirements in use-case specific discussions.

Core signaling requirements for LCM
One of the focus points of the RAN WG4 related general requirements and testing frameworks for AI/ML based performance enhancements, is the introduction of requirements and tests for LCM operations TR38.843 Section 7.3.2.2 [3]:
	The general requirements and testing frameworks for AI/ML based performance enhancements mainly focus on
-	how to define requirements and tests for inference
-	evaluate feasibility and necessity of requirements/tests for LCM
-    requirements for data collection (in particular for training) could/need be defined



The current TR38.843 [3] describes two “flavors” of LCM: functionality-based LCM and model-ID based LCM, which have been studied during the SI. In functionality-based LCM, network indicates activation/ deactivation/ fallback/ switching of AI/ML functionality via 3GPP signalling (e.g., RRC, MAC-CE, DCI). The functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG. In model-ID-based LCM, models are identified at the Network, and Network/UE may activate/ deactivate/ select/ switch individual AI/ML models via Model ID.  Furthermore:
· For functionality/ model-ID based LCM, once functionalities/models are identified, the same or similar procedures may be used for their activation, deactivation, switching, fallback, and monitoring.  
· The Model ID, if needed, can be used in a Functionality (defined in functionality-based LCM) for LCM operations.
Based on the discussion in Section 2.1, we believe RAN WG4 should start to address the testing requirements for functionality-based LCM, which is based on the legacy UE capability reporting (as starting point) in RAN WG1 and WG2. Specifically, the LCM actions to be considered in the scope of RAN WG4 testing requirements are the performance monitoring, activation/ deactivation/ fallback/ switching of AI/ML functionality via 3GPP signalling (e.g., RRC, MAC-CE, DCI). Performance monitoring function of the activated AI/ML functionality is required as part of the LCM functions, to be able to perform activation/ deactivation/ fallback/ switching of AI/ML functionality.
Furthermore, we propose the AI/ML functionality identification and configuration for a given sub-use-case (using the legacy 3GPP framework) is to be also considered as part of the LCM functions, which require testing.

Activation/deactivation/fallback actions latency requirements
One of the factors that influence the performance of the AIML enabled functionality is the UE execution latency of the LCM actions (configuration/ activation/ deactivation/ fallback/ switching of AI/ML functionality) triggered by Network. 
If performance monitoring detects a performance degradation to a point where a decision to either switch this model/functionality with another model/functionality is taken or a fallback decision is taken, it means that the AI/ML functionality is degrading the system performance and if this functionality, with detected performance degradation, keeps running then the impact on system performance may result in catastrophic consequences. 
Therefore, it is crucial to stop this functionality, either by falling back to legacy method or by switching to another functionality, within a specified time. For different use cases the impact on performance degradation may be different, therefore the time allowed for execution of these LCM action may also be different. Therefore, further discussions on these aspects may be done on per use case basis. 
Observation 1: If an LCM action is required and it is not taken in a timely manner, the performance degradation for AI/ML enabled use cases may be degraded to undesirable levels.
[bookmark: _Toc158917222]RAN4 LCM core requirements on AI/ML functionality managements should be addressed with higher priority to guarantee latency of UE behavior/response when receiving functionality activation, deactivation, fallback/switching actions (RRC/MAC-CE/DCI signalling).

Training data collection requirements
In that context, RAN2 has conducted analysis of the existing data collection methods available in current RAN specifications to assess their applicability for AI/ML-based data collection, see TR 38.843, Table 7.3.1.2-1 [3]. Some of the studied approaches require LMF, gNB, GMLC, AMF or OAM get involved in data collection operations (e.g., generation and/or provision of a generated model to data collection termination point). Yet, OTT server involvement may impose further 5G system architectural insights.
Both RAN1 and RAN2 clarifications are required e.g., on which data measurement or data configuration require involvement of CN/OTT/OAM, to identify the contents, type and format of training data based on use case requirements, as well as on the necessity and signalling details of assistance information for categorizing the training data. RAN4 cannot start discussing requirements for UE-sided model training data collection until RAN1 and RAN2 has made more progress on these aspects.
[bookmark: _Toc158917223]Model training data collection mechanisms are strongly dependent on the progress in RAN1 and RAN2.

Model identification requirements
The general aspects of the functionality and model identification are also captured in the TR38.843 Section 4.2.1 [3]:
	For UE-side models and UE-part of two-sided models:
-	For AI/ML functionality identification
-	Legacy 3GPP framework of feature is taken as a starting point.
-	UE indicates supported functionalities/functionality for a given sub-use-case.
-	UE capability reporting is taken as starting point.
-	For AI/ML model identification 
      -	Models are identified by model ID at the Network. UE indicates supported AI/ML models.



Furthermore, the TR38.843 Section 4.2.2 [3] describes the studied model identification options:
	4.2.2	Model identification
For AI/ML model identification of UE-side or UE-part of two-sided models, model identification is categorized in the following types:
-	Type A: Model is identified to NW (if applicable) and UE (if applicable) without over-the-air signalling
-	The model may be assigned with a model ID during the model identification, which may be referred/used in over-the-air signalling after model identification. 
-	Type B: Model is identified via over-the-air signalling,
-	Type B1: 
-	Model identification initiated by the UE, and NW assists the remaining steps (if any) of the model identification
-	the model may be assigned with a model ID during the model identification
-	Type B2: 
-	Model identification initiated by the NW, and UE responds (if applicable) for the remaining steps (if any) of the model identification
-	the model may be assigned with a model ID during the model identification
-	Note: 	This study does not imply that model identification is necessary.

One example use case for Type B1 and B2 is model identification in model transfer from NW to UE. Another example is model identification with data collection related configuration(s) and/or indication(s) and/or dataset transfer. Note: Other example use cases are not precluded. Note: Offline model identification may be applicable for some of the example use cases.
Once models are identified, at least for Type A, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point. Note: model identification using capability report is not precluded for type B1 and type B2. 
Model ID may or may not be globally unique, and different types of model IDs may be created for a single model for various LCM purposes. Note: Details can be studied in the WI phase. 



For AI/ML model identification of UE-side or UE-part of two-sided models, model identification is categorized in Type A (offline, without over-the-air signalling), Type B1 (initiated by the UE, with over-the-air signalling) and Type B2 (initiated by the NW, with over-the-air signalling). We note that details of these identification procedures are still to be agreed and worked by RAN WG1 and RAN WG2. Thus RAN WG4 cannot start working on any testing requirement related to these for now.
[bookmark: _Toc158917224]Design of model identification mechanism still need more clarity from RAN1 and RAN2.
[bookmark: _Toc158917225]RAN4 to wait for further progress in RAN1 and RAN2 before discussing any testing requirements and procedures which involve AI/ML model identification and AI/ML model training data collection.

Model transfer requirements
During Release. 18 SI, the model transfer/delivery discussion in RAN WG1 and WG2 was very comprehensive. Despite having many alternative directions in identifying entity hosting a model, proposing signaling approaches, and analyzing specification impact, we were not able to reach any conclusion on the need for model transfer/delivery for Rel. 18 use cases.  The table 4.3-1 in TR 38.843 [3] identified the entities that will be used as training location and model storage location for UE side and UE part models. 
In particular for the UE-side beam management and positioning accuracy enhancement use cases, the available solutions in TR38.843 do not indicate any essential requirements for model transfer/delivery to the UE. Hence, RAN4 does not need wither to address any model transfer/update related requirements.
Moreover, since model training is not considered in the scope of Rel/18/Rel-19 AI/ML solutions, we cannot expect that model transfer will be a frequent and time-critical operation.
The 2-sided CSI feedback enhancement use cases are to be further studied until August 2024. For these use cases RAn1 and RAN2 still need to clarify the need for mode transfer/delivery as part of the requirements to achieve the expected performance benefits.
[bookmark: _Toc158917226]RAN4 not to discuss testing requirements for model transfer for the UE-sided beam management and positioning accuracy enhancement use cases. RAN4 to wait for further progress in RAN1 and RAN2 before discussing testing requirements for UE-part model transfer/update in the 2-sided CSI feedback enhancement use cases.

Model updates and post-deployment verification
The TR38.843 Section 7.3.2.2 captures the following aspects of models update:
	· On requirements for model transfer/update:
· Requirements would only be defined if model transfer/update would be defined in 3GPP specifications.
...
LCM related tests should consider how the framework can address the possibility of updates/activation/deactivation /switching to the functionalities/models after the deployment of the devices in the field.



In general , we need to distinguish model update procedure and corresponding requirements from a potential change of feature performance due to the model updates. Model update procedure is like other LCM procedures, such as model switching, activations, etc. Therefore, the similar Core requirements should be applicable.
On the other hand, model update brings also a new, different aspect, i.e., a potential change in the performance or even incompatibility of the functionality provisioned by the model.
[bookmark: _Toc158917227]Model update requirements has two aspects. Firstly, mode update procedure, that may be covered with LCM Core requirements, if needed. Secondly, a potential change in performance for the whole feature/functionality due to model update. Initial conformance testing of the AI/ML functionality cannot ensure the same level of performance for the devices in the field.

At RAN4#108, the post-deployment has been discussed under issue 1-7:
	Issue 1-7: Tests post-deployment
· Proposals
· Option 1: RAN4 should study a framework to enable post deployment tests for model updates and/or drift validation(and possible other use cases)
· Option 2: RAN4 does not need to study such framework
· Option 3: others, please provide some proposals



The main reason behind the discussion of post-deployment testing of AI/ML features is in the adaptability and flexibility of AI/ML based functionalities. In legacy, the change of the modem software can be expected as a rear event caused, e.g., by a need to fix the algorithm. However, with AI/ML based implementations, change/ enhancement/ modification of the model, on the one hand, is much more essential procedure because the update of the weights does not bring any changes to the inference process itself, on the other hand, it is much harder to trace the reasons of the change (explaina
bility issue) and its impacts. A series of modifications of AI/ML functionality during the lifetime of the device (i.e., after it was deployed in the field) can potentially results in the following issues:
1. A new AI/ML model that was added to the device was not completely validated and cannot provide proper results
1. An AI/ML model was modified/updated/drifted etc. and in some conditions the performance of the functionality degraded (even though in the other conditions it may improve)
In both cases above, it is not possible to conclude anything about these potential issues based on the initial conformance testing of the device. We can envision several possible approaches to address the issues described above:
1. Option a: The changes/updates/etc. to the AI/ML functionalities/features are tested and declared by the device vendor against RAN4 requirements before any change is performed.
0. The benefit is that all the changes in the functionality are tested as in pre-deployment tests. The downside is that the scale of the modifications can be different, and the full set of RAN4/RAN5 tests might be excessive in many cases. Moreover, it is not clear how this approach can be applied when the functionality/model is adjusted in the device itself i.e., is device specific.
1. [bookmark: _Hlk146193986]Option b: Before changed AI/ML functionality is taken into use, a validation check is performed.
1. The benefit of the approach is that the validation can be relatively lightweight, e.g., in a form of sanity check, performed at the device and ensures feasibility of the functionality after the change. The downside could be that a new use-case specific procedures need to be defined for such validations.
1. Option c: The fallback/default functionality/model/algorithm that passed conformance testing is always present in the device.
2. The benefit of this option is that it can ensure that the device can be always transferred into the state that passed conformance testing. The downside is still that any issues with the changed functionality can be identified in the reactive way, e.g., based on the monitoring mechanisms.
Based on the discussion above
[bookmark: _Toc146729028][bookmark: _Toc158917228]RAN4 should study a framework to enable post deployment verification and/or tests for model updates and discuss at least the following non-mutually exclusive options:
a. [bookmark: _Toc146729029][bookmark: _Toc158917229]The changes/updates to the ML-enabled Functionality/Feature are tested and declared by the device vendor against RAN4 requirements before any deployment to the UE is performed.
b. [bookmark: _Toc146729030][bookmark: _Toc158917230]After deployment to the UE and before changed/updated ML-enabled Functionality/Feature is activated in the UE, a post-deployment validation is performed, e.g., a sanity check test loop is run, e.g., using the functionality performance monitoring and LCM activation/deactivation/switching procedures.
c. [bookmark: _Toc146729031][bookmark: _Toc158917231]Rely on Performance monitoring mechanism, but assume that at least one fallback/default Functionality/Feature that passed conformance testing shall be present in the device.

UE processing capabilities requirements
Processing capability-related aspects were discussed during the Rel. 18 SI, and TR 38.843 has captured the following on this topic:
	
The practical processing capability and implementation complexity for device under test should be assumed when specifying RAN4 requirements.
· The UE capability may be needed to handle different complexity for one side and two-side models.
· The complexity of UE should also be studied when making assumption on gNB side model, and vice versa.




An important aspect to consider is that in the current RAN4 testing setup, although multiple features might be simultaneously active on the device, only one feature at a time is tested to ensure its compliance with the requirements. In other words, all features would be tested individually, but testing concurrent features (e.g., beam prediction, CSI compression, CSI prediction, positioning, etc.) is not explicitly within the current scope of the test requirements. Therefore, to ensure the UE’s capacity in supporting multiple ML-enabled Functionalities/Features, RAN4 should test the mutual impact of such concurring operations, which is also captured in [10]. 
This can be achieved by introducing new testing features in System Simulator, Test Equipment, and Testing Setup to schedule (configuration and execution) parallel, combined, or distributed test environments and estimate a performance impact (e.g., assessment matrix), including quantitative evaluation of self-impact and mutual impact of simultaneously activated AI/ML. 
[bookmark: _Toc158917232]RAN4 should test the mutual impact of several simultaneously supported and active ML-enabled Functionalities/Features to ensure the absence of performance degradation.

Testing diagrams
The TR38.843 Section 7.3.2.3 [3] provide the identified reference block diagrams which describe the testing modules/functionalities of TE/DUT and testing framework for different use cases. 
We highlight and discuss below some further details which RAN4 might need to consider for these diagrams.
Firstly, it is necessary to clarify the RAN4 scope and use of these diagrams i.e., to be intended as reference block diagrams for testing functionalities enabled with 1-sided or 2-sided models. The intention here is to explicitly reflect the testing goals, as discussed in Section 2.1 of this contribution.
Secondly, in our opinion, the description of the reference block diagrams in TR38.843 Section 7.3.2.3 [3] do not include sufficient details to make the diagram useful/applicable to RAN4 (later RAN5) testing of ML-enabled functionalities. Furthermore, it is our understanding that these testing diagrams should be generic, and yet, need to be also useful, such that they can be applied for the testing of (at least) the current 1-sided and 2-sided use-cases (Beam Management enhancements and CSI feedback enhancements).
In this paper we start by describing our suggested clarifications for the reference block diagram for testing functionalities enabled with 1-sided models. The CSI enhancement use case, with 2-sided models, can be addressed similarly after more progress is achieved in RAN WG1 and WG2.
Reference block diagram for testing functionalities enabled with 1-sided models
In our opinion, the description of the reference block diagram in TR38.843 Section 7.3.2.3.1 [3] does not include sufficient details on the following aspects:
1) The role and meaning of the LCM blocks in the TE and DUT
2) The role and meaning of the AI/ML functions block in the TE 
3) The role and meaning of the Inference block in the DUT
4) The role and meaning of the Verification block in the TE
5) The signaling/messages assumed on the physical links between the TE and DUT

For item 1) we think is important to clarify that the ‘LCM’ block in the TE refers to all required ML-related functions implemented to provide the specified LCM related signaling towards the DUT. Similarly, the ‘LCM’ block in the DUT refers to all required ML-related functions implemented to provide the specified DUT behavior and the specified signaling towards the TE. As such, the scope of RAN4 requirements and testing is to verify that the ML functionality related messages (configuration, monitoring, activation/de-activation/switching) when generated in the TE are correctly interpreted in the DUT and the DUT provides the specified response signaling.
For item 2), based on the 1-sided use cases studied (beam management and positioning) we assume the ‘AI/ML functions’ indicates all the ML functionality management functions to be implemented at the NW side, including the required signaling generation for LCM actions (see item 1). Hence this block, and the testing diagram itself, is valid only if the DUT is the UE.
[bookmark: _Toc158917233]RAN4 to agree and clarify in the TS that the reference block diagram in Figure 7.3.2.3-1 in TR38.843 [3] is applicable only for the testing UE-sided model -enabled use cases.
For item 3) the ‘Inference’ block does not seem to be needed becsuse the model inference is not to be tested directly, and instead the (ML) functionality enabled by an ML model is the object of the RAN4 test requirements. If this block is to be included in the reference diagram, we recommend to link this block more explicitly to the input (signals) from the TE and to the output (signals) towards TE.
For item 4), in our understanding the role of ‘Verification’ block needs to be clarified that it applies to the ML-enabled functionality/Feature being tested in the DUT(UE).
Based on the above clarifications, for item 5) we propose to describe the relevant signaling and logical links between TE and DUT, which are required to perform the test and be able to verify the test requirements are satisfied. We have included these proposed updates in our Figure 4 below.
[bookmark: _Ref158892006]Figure 4:  Reference block diagram for testing ML functionalities enabled with UE-sided models only. 
Update for Figure 7.3.2.3-1 in TR38.843 Section 7.3.2.3.
TE (gNB)
DUT (UE)

UL air-interface (conducted/ OTA):
a. Signaling DUT measurements reports
b. Signaling for DUT feedback for ML Functionality control messages from DUT
DL air-interface (conductive/ OTA):
a. Radio access signals
b. Signaling for ML Functionality control messages from TE
Signal generator
inference
LCM
Test configuration/controller
 
AI/ML functions
LCM
Verification

[bookmark: _Toc158917234]RAN4 to agree that the description of the reference block diagram in Figure 7.3.2.3-1 in TR38.843 requires clarifications for at least the following items:
· [bookmark: _Toc158917235]The role and meaning of the ‘LCM’ blocks in the TE and DUT
· [bookmark: _Toc158917236]The role and meaning of the ‘AI/ML functions’ block in the TE 
· [bookmark: _Toc158917237]The role and meaning of the ‘Inference’ block in the DUT
· [bookmark: _Toc158917238]The role and meaning of the ‘Verification’ block in the TE
· [bookmark: _Toc158917239]The signaling/messages assumed on the physical links between the TE/gNB and DUT/UE – see Figure 4.


[bookmark: _Toc116995848]Conclusion
In this discussion papers we overview the Framework for requirements and testing of AI/ML features introduced in RAN4. We additionally consider some important aspects of the framework in more details.

The following Observations and Proposals were made:
[bookmark: _Toc116995849]On AI/ML Requirements/Testing Framework:
Proposal 1: RAN4 to consider performance requirements for Performance monitoring (in addition to Core), depending on RAN1/RAN2 design of corresponding procedures.



Figure 1: Illustration of RAN4 AI/ML Requirements/Testing Framework.
Proposal 2: RAN4 to include a diagram like in Figure 1 into the TR 38.843 to illustrate RAN4 AI/ML requirements/testing framework.

Observation 1: The definitions of AI/ML Model testing and validation introduced in TR 38.843 are not aligned with RAN4. In particular, RAN4 AI/ML-based feature testing cannot be the subprocess of training.
Proposal 3: Add a note in the term definitions (Clause 3.1 of TS 38.843) of AI/ML model testing and AI/ML model validation that they are not applicable in RAN4 context.

[image: A diagram of a software system
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Figure 3: Block diagram of a ML-enabled feature/functionality testing.
Observation 2: Evaluation methodologies that are considered to isolated AI/ML models (e.g. in RAN1) cannot be directly applied in RAN4 for formulation of requirements and test cases.
Proposal 4: RAN4 to adopt Figure 3 demonstrating the testing principles of AI/ML-enabled feature/functionality as AI/ML-enabled system in the TR 38.843.

Proposal 5: RAN4 configurations/parameters, requirements and tests should be defined on the level of ML-enabled Functionality/Feature, i.e., model- specific requirements and tests shall be precluded.
Proposal 6: RAN4 to consider introducing the definition of Requirement/reference AI/ML model – the AI/ML model that is used by a particular company for the alignment/derivation of RAN4 performance requirements.
On generalization:
Observation 3: The possibility to distinguish Identified and other Conditions for generalization depends on the way how UE capabilities will be defined for AI/ML-enabled features and what (additional) information can be shared in between the UE and the NW.
Proposal 7: RAN4 to address minimum level of performance and potential level of degradation for generalization requirements in use-case specific discussions.

On Core signaling requirements for LCM:
Observation 4: If an LCM action is required and it is not taken in a timely manner, the performance degradation for AI/ML enabled use cases may be degraded to undesirable levels.
Proposal 8: RAN4 LCM core requirements on AI/ML functionality managements should be addressed with higher priority to guarantee latency of UE behavior/response when receiving functionality activation, deactivation, fallback/switching actions (RRC/MAC-CE/DCI signalling).
Observation 5: Model training data collection mechanisms are strongly dependent on the progress in RAN1 and RAN2.
Observation 6: Design of model identification mechanism still need more clarity from RAN1 and RAN2.
Proposal 9: RAN4 to wait for further progress in RAN1 and RAN2 before discussing any testing requirements and procedures which involve AI/ML model identification and AI/ML model training data collection.

Proposal 10: RAN4 not to discuss testing requirements for model transfer for the UE-sided beam management and positioning accuracy enhancement use cases. RAN4 to wait for further progress in RAN1 and RAN2 before discussing testing requirements for UE-part model transfer/update in the 2-sided CSI feedback enhancement use cases.

On Model updates and post-deployment verification:
Proposal 11: RAN4 should study a framework to enable post deployment verification and/or tests for model updates and discuss at least the following non-mutually exclusive options:
a) The changes/updates to the ML-enabled Functionality/Feature are tested and declared by the device vendor against RAN4 requirements before any deployment to the UE is performed.
b) After deployment to the UE and before changed/updated ML-enabled Functionality/Feature is activated in the UE, a post-deployment validation is performed, e.g., a sanity check test loop is run, e.g., using the functionality performance monitoring and LCM activation/deactivation/switching procedures.
c) Rely on Performance monitoring mechanism, but assume that at least one fallback/default Functionality/Feature that passed conformance testing shall be present in the device.

On UE processing capabilities requirements
Proposal 12: RAN4 should test the mutual impact of several simultaneously supported and active ML-enabled Functionalities/Features to ensure the absence of performance degradation.

On testing diagrams:
Proposal 13: RAN4 to agree and clarify in the TS that the reference block diagram in Figure 7.3.2.3-1 in TR38.843 [3] is applicable only for the testing UE-sided model -enabled use cases.

Proposal 14: Proposal 13: RAN4 to agree that the description of the reference block diagram in Figure 7.3.2.3-1 in TR38.843 requires clarifications for at least the following items:
•	The role and meaning of the ‘LCM’ blocks in the TE and DUT
•	The role and meaning of the ‘AI/ML functions’ block in the TE 
•	The role and meaning of the ‘Inference’ block in the DUT
•	The role and meaning of the ‘Verification’ block in the TE
•	The signaling/messages assumed on the physical links between the TE/gNB and DUT/UE
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