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1	Introduction
The release 18 Study Item analyzed the beam management use case. In this contribution, we make a first attempt at summarizing the Study Item conclusions and the potential implications for the RAN4 work. This may be useful in formulating the RAN4 discussion in order to move forward with the beam management use-case once the Work Item commences in RAN4.
RAN4 related objective was captured in the WID on AI/ML for NR air interface [1] which is shown in the following. 
	Provide specification support for the following aspects:
· Beam management - DL Tx beam prediction for both UE-sided model and NW-sided model, encompassing [RAN1/RAN2]:
· Spatial-domain DL Tx beam prediction for Set A of beams based on measurement results of Set B of beams (“BM-Case1”)
· Temporal DL Tx beam prediction for Set A of beams based on the historic measurement results of Set B of beams (“BM-Case2”)
· Specify necessary signalling/mechanism(s) to facilitate LCM operations specific to the Beam Management use cases, if any
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE 
NOTE: Strive for common framework design to support both BM-Case1 and BM-Case2

· Core requirements for the above two use cases for AI/ML LCM procedures and UE features [RAN4]:
· Specify necessary RAN4 core requirements for the above two use cases.
· Specify necessary RAN4 core requirements for LCM procedures including performance monitoring.

For RAN performance part: 
· For Beam Management and Positioning Accuracy enhancement use cases, specify performance requirements and test cases for AI/ML LCM procedures (including performance monitoring) and UE features enabled by UE-sided models
· Specify necessary performance requirements and tests (including metrics) for the above-mentioned use cases
· Specify necessary test cases and performance requirements for LCM procedure, including performance monitoring.


	



[bookmark: _Ref178064866]2	Discussion
In this section we look at the TR to analyse the potential RAN4 impacts.
2.1 General

During the SI phase, it was agreed in RAN4 that the existing requirements and tests can be used as a “baseline” for characterizing AI performance:

2.3	Performance monitoring
The following are SI conclusions on performance monitoring:
	For BM-Case1 and BM-Case2 with a UE-side AI/ML model:
-	Type1 performance monitoring: 
-	Configuration/Signalling from gNB to UE for measurement and/or reporting
-	UE may have different operations 
-	Option1: UE sends reporting to NW (e.g., for the calculation of performance metric at NW) 
-	Option2: UE calculates performance metric(s), either reports it to NW or reports an event to NW based on the performance metric(s) 
-	Indication from NW for UE to do LCM operations 
-	Note: At least the performance and reporting overhead of model monitoring mechanism should be considered

Type2 performance monitoring (UE-side performance monitoring): 
-	Indication/request/report from UE to gNB for performance monitoring 
-	Note: The indication/request/report may be not needed in some case(s)
-	Configuration/Signalling from gNB to UE for performance monitoring measurement and/or reporting
-	UE calculates performance metric(s), either reports it to NW or reports an event to NW based on the performance metric(s)
-	If it is for UE-side model monitoring, UE makes decision(s) of model selection/activation/ deactivation/switching/fallback operation
-	
-	Indication from NW to UE to do LCM operation
-	UE reporting of beam measurement(s) based on a set of beams indicated by gNB 
-	Signalling, e.g., RRC-based, L1-based
-	Note: Performance and UE complexity, power consumption should be considered
	-	Mechanism that facilitates the UE to detect whether the functionality/model is suitable or no longer suitable




In relation to RAN4, we make the following observations on the implications to RAN4 requirements:
[bookmark: _Toc159255560]For the type 1 performance monitoring and option 1, there may be a need to discuss requirements on the accuracy of reporting that is sent by the UE to the network. Potentially also measurement duration requirements may need to be considered.
[bookmark: _Toc159255561]For the type 1 performance monitoring and option 2, it may be necessary to consider requirements on the accuracy of the reported performance metrics from the UE, in order that the network experiences comparable performance metrics from different types of UE operating a particular AI functionality.
[bookmark: _Toc159255562]For the type 2 performance monitoring, requirements may be needed on the accuracy of reported performance metrics, in order that the network experiences comparable performance metrics from different types of UE operating a particular AI function. Alternatively, requirements relating to the event triggering may be needed if the UE triggers specific events based on the monitoring.
[bookmark: _Toc159255563]For the type 2 performance monitoring, if the UE makes decisions on model selection/activation/deactivation/switching/fallback, then there may be a need for requirements that ensure that the UE makes proper decisions such that the performance is maintained, and also to ensure performance continuity.
[bookmark: _Toc159255564]If the network indicates to the UE to do LCM operations, there may be a need for requirements such as activation/deactivation time, interruption time etc.
2.3 L1 signaling
RAN1 agreed some potential candidates for L1-signalling for further study during WI phase. Excerpts from the TR are copied below.
	L1 signalling:
For BM-Case1 with a UE-side AI/ML model:
-	L1 signalling to report the following information of AI/ML model inference to NW: 
-	The beam(s) that is based on the output of AI/ML model inference.
For BM-Case2 with a UE-side AI/ML model: 
-	L1 signalling to report the following information of AI/ML model inference to NW:
-	The beam(s) of N future time instance(s) that is based on the output of AI/ML model inference.
-	-	Information about the timestamp corresponding the reported beam(s).
For BM-Case1 and BM-Case2 with a network-side AI/ML model: 
-	L1 beam reporting enhancement for AI/ML model inference:
-	UE to report the measurement results of more than 4 beams in one reporting instance
-	Other L1 reporting enhancements can be considered
For BM-Case1 and BM-Case2 with a UE-side AI/ML model:
-	Predicted L1-RSRP(s) corresponding to the DL Tx beam(s) or beam pair(s)
-	Whether/how to differentiate predicted L1-RSRP and measured L1-RSRP
-	Confidence/probability information related to the output of AI/ML model inference (e.g., predicted beams)
-	Reporting of best beam(s) obtained by measuring beams of a set of indicated by gNB (e.g., Beams from Set A)
-	Reporting of measurements of the predicted best beam(s) corresponding to model output (e.g., comparison between actual L1-RSRP and predicted RSRP of predicted Top-1/K Beams)



[bookmark: _Toc157760697][bookmark: _Toc159255565]For the network sided model, is a need to discuss L1 beam reporting enhancement measurements, in particular the accuracy of the beam reporting that is used for network inference.
[bookmark: _Toc159255566]For the network sided model is a need to discuss the number of L1 beam measurements to be made by the UE and reported for NW sided inference, in particular whether the number of beams should be greater than four.
[bookmark: _Toc159255567]For the UE sided model, a performance requirement may be related to the accuracy of AI inferred L1-RSRP. The accuracy of measured and inferred L1-RSRP may be differentiated in RAN4 requirements.
[bookmark: _Toc159255568]For the UE sided model, when discussing requirements, consideration is needed on how the network sets the beams that are measured.
[bookmark: _Toc159255569]If the UE reports confidence/probability information for AI model inference, RAN4 should discuss whether and how requirements and tests could be made for the accuracy of the confidence/probability information.
[bookmark: _Toc159255570]If the UE reports best beams, the RAN4 requirements may be based around the accuracy of selecting the best beams.

2.4 Data collection
The table below indicates SIconclusions for data collection.
	At UE side for UE-side AI/ML model:
-	UE reporting to NW supported/preferred configurations of DL RS transmission.
-	Trigger/initiating data collection considering:
-	Option 1: data collection initiated/triggered by configuration from NW.
-	Option 2: request from UE for data collection.
-	Signalling/configuration/measurement/report for data collection, e.g., signalling aspects related to assistance information (if supported), Reference signals, configuration related to Set A and/or Set B, information on association/mapping of Set A and Set B
-	Assistance information from Network to UE for UE data collection for categorizing the data for the purpose of differentiating characteristics of the data (if supported). The assistance information should preserve privacy/proprietary information.
At NW side: 
-	Mechanism related to the reporting.
-	Additional information for content of the reporting.
-	Reporting overhead reduction.
-	Signalling/configuration/measurement/report for data collection
Regarding data collection for NW-side AI/ML model regarding the contents of collected data:
-	Opt.1: M1 L1-RSRPs (corresponding to M1 beams) with the indication of beams (beam pairs) based on the measurement corresponding to a beam set, where M1 can be larger than 4, if applicable.
-	Opt.2: M2 L1-RSRPs (corresponding to M2 beams) based on the measurement corresponding to a beam set, where M2 can be larger than 4, if applicable.
-	Opt.3: M3 beam (beam pair) indices based on the measurement corresponding to a beam set, where M3 can be larger than 4, if applicable.
-	Note: Overhead, UE complexity and power consumption are to be considered for the above options.
Regarding data collection for NW-side AI/ML model of BM-Case1 and BM-Case2, the following approaches have been identified for overhead reduction:
· the omission/selection of collected data
· the compression of collected data
· Note1: For the different purposes of data collection, the overhead reduction mechanisms and corresponding specification impacts may be different.
Note2: Support of any mechanism(s) (if necessary) for each LCM purpose and the potential spec impact (if any) are separate discussions
· [bookmark: _Hlk144147779]Note 3: UE complexity and power consumption should be considered



[bookmark: _Toc157760698][bookmark: _Toc159255571]If data collection is within RAN, there may be a need for requirements on accuracy and timestamp accuracy of UE measurements.
[bookmark: _Toc159255572]The amount of network assistance information for UE data collection should be minimized.

2.5 Model inference related
The following conclusions have been reached in SI in relation to model inference:
	For BM-Case1 and BM-Case2 with a UE-side AI/ML model:
-	Indication of the associated Set A from network to UE, e.g., association/mapping of beams within Set A and beams within Set B if applicable
-	Beam indication from network for UE reception, which may or may not have additional specification impact (e.g., legacy mechanism may be reused), particularly:
	-	how to perform beam indication of beams in Set A not in Set B.  Note: At least for BM-Case1 with a UE-side AI/ML mode, the legacy TCI state mechanism can be used to perform beam indication of beams
- 	Note: For DL beam pair prediction, there is no consensus to support the reporting of the predicted Rx beam(s) (e.g., Rx beam ID, Rx beam angle information, etc) from the UE to the network.
For BM-Case 2:
· Reporting information about measurements of multiple past time instances in one reporting instance. Notes: Only applicable to network-side AI/ML model. The potential performance gains of measurement reporting should be justified by considering UCI payload overhead.



[bookmark: _Toc159255573]If setting requirements on model inference performance for beams at different time instances, the range of applicable Doppler needs to be considered and operation across different Doppler speeds assessed.
2.6 Assistance information
The following table captures the agreements in SI on assistance information
	Regarding the explicit assistance information from UE to network for NW-side AI/ML model, RAN1 has no consensus to support the following information 
- UE location 
- UE moving direction 
- UE Rx beam shape/direction 
Regarding the explicit assistance information from network to UE for UE-side AI/ML model, RAN1 has no consensus to support the following information 
- NW-side beam shape information 
- E.g., 3dB beamwidth, beam boresight directions, beam shape, Tx beam angle, etc. 
- Note: Other information (e.g., relative information) of Tx beam(s) preserving sensitive proprietary information is a separate discussion 
- e.g., some information following the same principle of Rel-17 positioning agreement 
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, consistency / association of Set B beams and Set A beams across training and inference is beneficial from performance perspective. 
Note: Whether specification impact is needed is a separate discussion.



[bookmark: _Toc159255574]If defining requirements on NW sided inference, UE assistance information may need to be considered.



Conclusion
Based on the conclusions from the SI on beam management, the following observations are made on RAN4 considerations. The observations should be discussed and taken into account in forming the RAN4 discussion.
Observation 1	For the type 1 performance monitoring and option 1, there may be a need to discuss requirements on the accuracy of reporting that is sent by the UE to the network. Potentially also measurement duration requirements may need to be considered.
Observation 2	For the type 1 performance monitoring and option 2, it may be necessary to consider requirements on the accuracy of the reported performance metrics from the UE, in order that the network experiences comparable performance metrics from different types of UE operating a particular AI functionality.
Observation 3	For the type 2 performance monitoring, requirements may be needed on the accuracy of reported performance metrics, in order that the network experiences comparable performance metrics from different types of UE operating a particular AI function. Alternatively, requirements relating to the event triggering may be needed if the UE triggers specific events based on the monitoring.
Observation 4	For the type 2 performance monitoring, if the UE makes decisions on model selection/activation/deactivation/switching/fallback, then there may be a need for requirements that ensure that the UE makes proper decisions such that the performance is maintained, and also to ensure performance continuity.
Observation 5	If the network indicates to the UE to do LCM operations, there may be a need for requirements such as activation/deactivation time, interruption time etc.
Observation 6	For the network sided model, is a need to discuss L1 beam reporting enhancement measurements, in particular the accuracy of the beam reporting that is used for network inference.
Observation 7	For the network sided model is a need to discuss the number of L1 beam measurements to be made by the UE and reported for NW sided inference, in particular whether the number of beams should be greater than four.
Observation 8	For the UE sided model, a performance requirement may be related to the accuracy of AI inferred L1-RSRP. The accuracy of measured and inferred L1-RSRP may be differentiated in RAN4 requirements.
Observation 9	For the UE sided model, when discussing requirements, consideration is needed on how the network sets the beams that are measured.
Observation 10	If the UE reports confidence/probability information for AI model inference, RAN4 should discuss whether and how requirements and tests could be made for the accuracy of the confidence/probability information.
Observation 11	If the UE reports best beams, the RAN4 requirements may be based around the accuracy of selecting the best beams.
Observation 12	If data collection is within RAN, there may be a need for requirements on accuracy and timestamp accuracy of UE measurements.
Observation 13	The amount of network assistance information for UE data collection should be minimized.
Observation 14	If setting requirements on model inference performance for beams at different time instances, the range of applicable Doppler needs to be considered and operation across different Doppler speeds assessed.
Observation 15	If defining requirements on NW sided inference, UE assistance information may need to be considered.
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