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1	Introduction
During RAN#102, a WI on AI for PHY was agreed. The WI scope includes beam prediction and positioning. Two-sided CSI and CSI prediction will continue to be studied with a check-point after August.
The RAN4 TU for AI ML PHY start from RAN4#110bis. However, since the SI conclusions can be strengthened, it is to be expected that the work will need new concepts and be complex in RAN4, the study has built up good momentum and also the need for some conclusion on the 2-sided model in August, RAN agreed to RAN4 spending some time at RAN4#110 elaborating the conclusions of the SI and preparing for the WI.
This contribution aims to progress the discussion on the RAN4 requirement and test considerations for the 2-sided CSI use-case.
[bookmark: _Ref178064866]2	Discussion
During the SI, significant time was spent discussing the two-sided model (based on the example case of CSI compression) due to the additional complexities. Four options were identified for consideration on the relationship between the models, the network vendor, the UE vendor and the TE vendor. 

Following the above principles, the considered options of test decoder are listed below
· Option 1: DUT provides the decoder
· Option 2: Infra vendor provides the decoder
· Option 3: Full decoder specification in standard
· Option 4: TE vendor provides the decoder
Option 3 target is that a single decoder defined in the specifications for at least a single test for any DUTs. 
For option 4, the following aspects should be considered
· TE vendor should be able to develop the decoder based on the specifications
· Test repeatability should be ensured (variation among TE vendor implementations should be bound)
· Other vendors should also be able to develop such a decoder and which can deliver similar performance
· Interoperability should be ensured based on the parameters that need to be specified
· Parameters that need to be specified are FFS
· Candidate parameters/conditions that may be considered for defining test decoder include
· Training data set for TE decoder training
· Model structure (Activation function is included in the model structure)
· Performance parameters for the TE decoder (e.g. cosine similarity, loss function, etc)
· Maximum FLOPs allowed for the test decoder
· Maximum number/size of model parameters
· Compression ratio of decoder (output size/input size)
· Quantization level
· Other parameters are not precluded and to be further discussed. 
· Note: Feasibility of definition of parameters needs further investigated.
Option 4 target is that a single decoder implemented by each TE vendor will be enough for at least a single test for any DUTs. TE vendor should be able to implement the test decoder for Option 4 without any involvement from another party. If this is found infeasible, another option in which TE vendors need to collaborate with DUT/infra vendors to implement the decoder could be considered.
Further clarifications and analysis of the four options of test decoder are included in table 7.4.2.3-1. It is assumed that for Option 4 the TE vendors can implement the decoder just based on the specifications (no other party involved). The table would need to be revised if collaboration between TE vendor and DUT/infra vendor is needed. 



Although the RAN4 considerations relate to requirement definition and testing, it is important to also provide a requirements and test framework that is meaningful and enables interoperability and performance in real world operation too.

A table was provided comparing the different options but was not completed during the SI. The table is reproduced here with some additional views (not captured in the SI) inserted using change marks.

	 
	Option 1
	Option 2
	Option 3
	Option 4

	Clarification of options

	Source of the test decoder 
	 DUT vendor

	Decoder vendor (infra vendor in case of testing UEs) 
	 RAN4 specifications
	 TE vendor, decoder developed based on RAN4 specifications

	Source of decoder training data 
	Up to DUT vendor (no need to be specified)
	Up to decoder implementer (infra vendor) 
FFS whether coordination with encoder vendor is required
	Not needed, decoder fully specified (used as part of the RAN4 procedure to specify the decoder)
	FFS
Could be specified depending on how Option 4 will be defined

	DUT vendor knowledge of the test decoder
	Full knowledge

	No or partial or enough or full knowledge based on alignment with infra vendors or specifications 
	Full knowledge based on the specifications
	Partial knowledge – based on the RAN4 specification

	Supported training collaboration type between DUT and decoder provider  (source of training data should be consistent with the collaboration type)
	For training the test decoder: Any type as UE vendor provides both encoder and decoder.
For training the real decoder: Either the UE vendor provides the decoder to the NW vendor, or else UE first training required.
	For training the decoder, any type. The NW vendor may train an encoder and decoder together and then throw away the encoder.
For training the UE encoder, NW first possible if the UE vendor and network vendor collaborate.
	Any training method can be used to derive the encoder/decoder that is standardized.
No further training is needed once the standard is written.

	Training is based on the information in the specification for the decoder.
The UE encoder may need to be trained network first based on a decoder trained using the specification.

	Test decoder performance verification procedure at TE
	Need to ensure that decoder performance is not degraded (as intended by the decoder provider) on the TE 

	- Need to ensure that decoder performance is not degraded (as intended by the decoder provider) on the TE 
- Need to ensure that decoder performance is good enough to enable a DUT that meets the minimum requirements to pass the test
	Not needed as long as the standardized model implementation can be similar enough between TE vendors
	Not needed as long as the model implementation can be similar enough between TE vendors

	Feasibility of test decoder verification procedure
	A Test encoder may be needed for verifying decoder implementation.
FFS
	A Test encoder may be needed for verifying decoder implementation.
FFS
	FFSThe standardized model needs to be implemented correctly in the TE. Verification may be achieved in a manner similar to other types of TE verification.
	FFS whether existing TE implementation approaches can be used, or a more sophisticated means of TE verification is needed.

	Pros/Cons analysis

	Reflection on the real deployment (likelihood that test decoder would be used in actual field deployments )
	Only possible if the decoder is supplied by the UE to NW vendors. Problems with interoperability for NW vendors across different UE types.

Depends also on the dataset used for training the UE encoder.
	Likely the decoder will be used if supplied by the network vendor. The UE vendor and network vendor will need to collaborate to ensure a compatible encoder.
Depends also on the dataset used for training the decoder.
	Easy to deploy in the field due to being standardized.
	Easy to deploy in the field since the decoder can be developed from the standard.

	TE requirements to deploy the decoder (e.g. training, complexity, interoperability)
	Higher than Option 3/4 in terms of that maybe more than one decoder are implemented by TE
Lower than Option 3/4 in terms of that no training at TE is required
	Higher than Option 3/4 in terms of that maybe more than one decoder are implemented by TE
Lower than Option 3/4 in terms of that no training at TE is required 
	Lower complexity than Option 1/2 in terms of that only one decoder is implemented by TE
Lower than Option 4 in terms of that no training at TE is required
	Lower complexity than Option 1/2 in terms of that only one decoder is implemented by TE
Higher than Option 3 in terms of that training at TE is required
Note: How to ensure compatibility/interoperability between TE and DUT needs further study.

	Specification Effort (defining test decoder and requirements)
	Low
	Low 
	Highest 
RAN4 needs to standardize the entire decoder
	High
RAN4 needs study and decide on what to standardize

	Confidentiality/ IP issues in the testing procedure(after specs are published)
	Yes
	Yes
	 No
	No


	Applicability to different scenarios/conditions/ configurations
	Depends on the training, the model and whether switching of models is feasible
	Depends on the training, the model and whether switching of models is feasible
	Depends on the training of the standardized decoder, and possibly whether several decoders that could be switched could be allowed.
	Depends on the standardized decoder information, and possibly whether several decoders that could be switched could be allowed.

	Complexity of testing for the ecosystem
	Testing the encoder at DUT
Higher than Option 3/4
Need for interaction between TE vendor 
	Testing the encoder at DUT
Higher than Option 3/4
Testing complexity higher also than option 1.
	Testing the encoder at DUT
Low – no need for interaction between TE vendors and other parties
	Testing the encoder at DUT
Low – no need for interaction between TE vendors and other parties

	Complexity of verifying/testing the test decoder
	Higher than option 3/4
FFS compared to option 2
	Higher than Option 3/4
FFS compared to Option 1
	Low
	Low

	Complexity of deploying for the ecosystem
	Very high. Interoperability is lost and network vendor-UE vendor collaboration is needed. The network needs to track and run many decoder models simultaneously.
	Very high. Interoperability is lost and network vendor-UE vendor collaboration is needed. The UE needs to obtain and run an encoder for each network node vendor.
	Straightforward since at least one side is fixed in the specification.
	Straightforward since at least one side is fixed in the specification.

	Friendly to STOA(state of the art) model test / Forward compatibility when new AI models are invented
	If the UE vendor develops a new decoder model, it needs to be tested and network vendors need to deploy it. There may be a need to run new/old decoders and encoders in parallel.
	If a network vendor develops a new decoder then the UE vendor will need to create and test a new model. There may be a need to have deployed new/old decoders and encoders.
	New models can be introduced as part of a WI in the latest release in the same way as other new functionality is added. There may be a need to store and operate both new and old models depending on the release of networks and UEs.
	New models can be introduced as part of a WI in the latest release in the same way as other new functionality is added. There may be a need to store and operate both new and old models depending on the release of networks and UEs.

	Relationship with reference decoder/encoder(used by RAN4 to define the performance requirements) for defining requirement
	Does not need to be directly related, but there may need to be an implicit similarity in order that the requirements can be met.
	Does not need to be directly related, but there may need to be an implicit similarity in order that the requirements can be met.
	Makes sense to use a standardized encoder/decoder as the reference when setting the requirements.
	Makes sense to use a decoder/encoder based on the standard as a reference when setting the requirements.

	Whether model transfer/delivery is needed during the test procedure
	May be needed towards network node.
	May be needed towards UE.
	Not needed.
	Not needed.



An important consideration for the two-sided model is the importance of interoperability. The purpose of standardizing Uu is to enable interoperability between different vendors network nodes and UEs. This interoperability, backed up by detailed conformance testing is the cornerstone of the success of the 3GPP standards. Enabling interoperability based on standards inevitable reduces flexibility for implementation, but what is gained is a huge and competitive commercial market. When creating standards, it is important to consider the balance between interoperability and flexibility. For Uu, where different parties own and operate the network and UEs (operators vs consumers) and consumers are offered a wide choice of devices, generally the balance tilts heavily in favour of interoperability.
If there is a need for the network and UE vendors to individually collaborate in order to operate the two sided model, then the interoperability is lost for that aspect of operation. If RAN4 requirements are set based on part models created by individual vendors, then although this does not directly mandate collaboration and signaling, in practice collaboration will be necessary in order to obtain the same outcome as the performance tests in real world operation.
[bookmark: _Toc159255310]Achieving interoperability is critical for the Uu interface.
With this in mind, even though it is complex for 3GPP, we believe that options 3 and 4 should be examined further and should provide a baseline for a relevant 2-sided model. As part of the ongoing study, RAN4 should aim to elaborate for option 3 the basis on which a standardization could take place, and for option 4 what would need to be standardized.
[bookmark: _Toc159255313]Options 3 and 4 are the most obvious ways to achieve interoperability. The details of how they should work should be studied further based on the questions below.
For option 3, the following aspects need to be discussed in order to be able to create a standard:
· Should the standardized model be a RAN4 model (used for testing, but will implicitly determine the models needed at gNB and/or UE) ? Or should RAN1 standardize one or both sides models ?
· This question likely needs to be decided in collaboration with RAN1
· What architecture should be assumed for the test model, or even whether more than one model with more than one architecture should be standardized.
· What size the model should have.
· How the model should be trained; how can training data be made available ?
· Is it possible to train a single model between interested companies (possibly by passing the model between interested vendors so that each could further train the model using their own proprietary data set)
· If there is a need to decide between models, how to decide ? The model with the best performance ?
· How to test the model ? Is both a standardized test decoder and test encoder needed in the end ?
· By what means to physically capture the model in the specification ?

For option 4, the following needs to be discussed:
· What as a minimum needs to be standardized to, in effect capture the latent space of the encoder ?
· Is there a way to avoid capturing the training dataset ?
· Is there a need to capture a means to validate that a model trained using the specification achieves the expected performance ? Is a reference encoder (or reference decoder) needed ?
· How to relate the captured data to the implied minimum complexity of a model derived from the specification ?
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	4/4	
Conclusion
In the previous sections we made the following observations: 
Observation 1	Achieving interoperability is critical for the Uu interface.


Based on the discussion in the previous sections we propose the following:
Proposal 1	Options 3 and 4 are the most obvious ways to achieve interoperability. The details of how they should work should be studied further based on the questions below.
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