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1 Introduction
Based on the study outcome of Rel-18 SI on the Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface [1], the corresponding normative work item is approved to introduce the specification support for the aspects of AI/ML general framework and two confirmed use cases (i.e., beam management and positioning accuracy enhancements) [2]. 
Particularly for the use case of positioning accuracy enhancements, it is required to consider both direct AI/ML positioning and AI/ML assisted positioning, with multiple cases for each sub use case. Corresponding RAN4 core requirements for the use case and its LCM procedure including performance monitoring are captured in [2] as below.
	· Positioning accuracy enhancements, encompassing [RAN1/RAN2/RAN3]:
· Direct AI/ML positioning:
· (1st priority) Case 1: UE-based positioning with UE-side model, direct AI/ML positioning
· (2nd priority) Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· (1st priority) Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
· AI/ML assisted positioning 		 
· (2nd priority) Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning	
· (1st priority) Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Specify necessary measurements, signalling/mechanism(s) to facilitate LCM operations specific to the Positioning accuracy enhancements use cases, if any
· Investigate and specify the necessary signalling of necessary measurement enhancements (if any)
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE for relevant positioning sub use cases

· Core requirements for the above two use cases for AI/ML LCM procedures and UE features [RAN4]:
· Specify necessary RAN4 core requirements for the above two use cases.
· Specify necessary RAN4 core requirements for LCM procedures including performance monitoring.



Based on the outcome captured in [1] and the study objectives in [2], we would like to provide a general view of the use case of positioning accuracy enhancements from RAN4’s perspective.
2 Discussion
2.1	Case prioritization
As identified in the study item and confirmed by the WID objective above, the general procedure to facilitate all the five AI/ML based positioning cases for both direct AI/ML positioning and AI/ML assisted positioning can be depicted in Table 1 although there could be difference on the entity where AI/ML model is deployed.
Table 1: AI/ML based positioning on each side
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	UE side model 
	TRP(gNB) side model
	LMF side model

	Case 1,2a
	Case 3a
	Case 2b,3b



Also, given the agreement in [2], RAN4 should be focused working on the three first prioritized cases by following the case prioritization in the WID although it could be changed by RAN or other WGs in the future based on the further study. The current version of the case prioritization for AI/ML based positioning accuracy enhancement is summarized in Table 2.
Table 2: Case prioritization
	Case
	Positioning type
	Model entity
	AI/ML for Pos type

	1 (1st priority)
	UE-based positioning
	UE-side model
	Direct[/assisted]

	2a
	UE-assisted/LMF-based positioning
	UE-side model
	assisted

	2b
	UE-assisted/LMF-based positioning
	LMF-side model
	Direct

	3a (1st priority)
	NG-RAN node assisted positioning
	gNB-side model
	assisted

	3b (1st priority)
	NG-RAN node assisted positioning
	LMF-side model
	Direct



Proposal 1: RAN4 should be focused working on the three first prioritized cases by following the case prioritization in the WID although it could be changed by RAN or other WGs in the future based on the further study.
2.2	Data collection
Data collection is one important operation which can facilitate many LCM functions, including model training, inference, and monitoring. There are several aspects on such operation to be discussed including the data generation entity and generated data signalling in RAN1. Considering the five cases and several involved LCM functions, we summarized the following table on this aspect.
Table 3: Data generation entity for corresponding case and LCM functions
	
	Case 1
	Case 3a
	Case 3b

	Training
	PRU, UE
	TRP
	TRP(input)/LMF(label)

	Inference
	UE
	TRP
	TRP

	Monitoring
	Input based :UE
Output based: UE/PRU,
Measurement based
· DL: PRU/UE
· UL: TRP
	Input based: TRP
Output based: TRP
Measurement based
· DL: PRU/UE
· UL: TRP
	Input based: TRP
Output based: TRP(input)/LMF(label)
Measurement based
· DL: PRU/UE
· UL: TRP

	Finetuning
	PRU, UE
	TRP
	TRP(input)/LMF(label)



Based on Table 3, we have following observations on what RAN1 can define data generation entitycollection:
[bookmark: _Hlk158121624]Observation 1: For data collection in training/finetuning, the data generation entity can be PRU/UE for case 1, TRP for case 3a, and TRP(input)/LMF(label) for case 3b;
Observation 2: For data collection in inference, the data generation entity is UE for case 1 and TRP for case 3a/3b;
Observation 3: For data collection in monitoring, the data generation entity is dependent on the monitoring metric.
Regarding signaling direction, we summarized the following table on this potential signaling directions to understand what to be discussed in RAN1 considering the 5 cases and several involved LCM functions.
Table 4: Generated data signalling direction summary
	
	Case 1
	Case 3a
	Case 3b

	Training
	PRU/(other) UE  the UE (via TRP or even LMF)
	NA or 
other TRP/LMF the TRP  
	Input: TRPLMF
label: NA or PRU/other UE  LMF

	Inference
	NA
	NA
	TRPLMF

	Monitoring
	Input based: NA
Output based: PRU/(other) UEthe UE (via TRP or even LMF),
Measurement based
· DL: PRU/UE  
· UL: TRP 
	Input based: NA
Output based: NA or other TRP/LMF  the TRP
Measurement based
· DL: PRU/UE  
· UL: TRP 
	Input based: TRPLMF
Output based: 
· Input: TRPLMF
· label: NA or PRU/other UE  LMF
Measurement based
· DL: PRU/UE  
· UL: TRP 

	Finetuning
	PRU/(other) UE  the UE (via TRP or even LMF)
	NA or 
other TRP/LMF the TRP  
	Input: TRPLMF
Label: NA or PRU/other UE  LMF



Except the monitoring entity that may not be directly the entity deployed with the AI model, we could understand the potential signalling direction for each prioritized case that to be further discussed in RAN1 including the signalling support from PRU (other UE) to UE deployed with AI model.
Observation 4: RAN1 can support the collected data signalled from PRU (other UE) to UE deployed with AI model.
However, from RAN4’s perspective, the requirements for data collection for training could only be introduced if the training procedure is defined in 3GPP specifications according to the previous RAN4 agreement. Because the UE-sided model training is UE implementation-dependent, we see no reason to define any RAN4 requirement for data collection for training purpose.
Proposal 2: RAN4 shall not define any requirement for data collection for UE-sided model training. 
2.3	Inference
Regarding output part of AI/ML model inference for the positioning enhancements in addition to the input part (data collection), we can summarize that AI direct the model output will be UE location coordinate (estimation), and for AI assisted positioning, the model output is the intermediate measurement results as clearly defined in the case description for AI direct or AI assisted positioning. One thing needs some attention is that, some side information might be attached to the model output. Such side information could be time-stamp information and the quality information. The time stamp information helps to understand the time of results associated with the model output, in which in turn to understand the location estimation of the concerned entity in a given time. While for the quality information, it helps to understand the confidence level of the model output in case the model output is signalled to other entity. It encourages the entity to use or not use or even how to use the model output. 
Observation 5: As a side information for the model output, the time stamp and quality information can be introduced.
For some cases, e.g., case 3a, the TRP based model but its TRP assisted positioning in which the LMF obtains the measurement results and generates the location results. In such case, the model output from the TRP should be signalled to LMF. While for other two cases, e.g., case 1 and 3b, there is no need for signalling the model output.
Observation 6: TRP supports to signal the model output to LMF in case 3a.
For RAN4 requirement of the model inference, before defining the requirement, the feasibility of model inference testing should be clarified for Case 1 at least which is UE-based positioning with UE-side model for direct AI/ML positioning. In addition, if Case 2a, which is UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning, is confirmed to be introduced in RAN1, the feasibility of testing model inference for the case also needs the clarification. 
Proposal 3: Before defining the requirement, the feasibility of model inference testing should be clarified for Case 1 at least. In addition, if Case 2a is confirmed to be introduced in RAN1, the feasibility of testing model inference for the case also needs the clarification.
2.4	Performance monitoring
During the SI phase, there are many proposed monitoring metrics and evaluated by the proponent, which claims the reasonably good monitoring performance in certain cases. These metrics can be divided into three types:
· Model output based: This type is most straightforward one which is based on the comparison between model output and label
· Model input based: This type is using the feature of input data matching or not to decide whether the AI model is still applicable to the current situation
· Other (measurement) based: This type is usually consisting of side information which associates the AI model
Observation 7: RAN1 considers the model output based, model input based and other (measurement) based monitoring metrics.
Regarding the monitoring entity, it depends on two aspects: one is the AI model deployed entity and the other is whether network needs have control on the AI based method for positioning. For the second aspects, we think the AI based method is like a positioning algorithm which is transparent to network, then it may not be controlled by gNB, otherwise, we think certain level control from network is allowed. Thus, for the concerned cases, the possible entity for monitoring is given in following table:
Table 5: Monitoring entity for each side model
	Model deployed entity
	UE side model
	TPR side model
	LMF side model

	Monitoring entity
	UE, TRP/LMF
	TRP, LMF
	LMF



Observation 8: RAN1 considers the monitoring entity as UE/TRP/LMF for UE side model, TRP, LMF for TRP side model, LMF for LMF side model.
Based on the monitoring entity to be discussed in RAN1, the following proposal is obtained for RAN4 discussion.
Proposal 4: At least for UE-sided model, Case 1 and 2a, UE is prioritized as the entity to derive monitoring metric.
3	Conclusion
In this contribution, we provide a general view of the use case of positioning accuracy enhancements based on the outcome captured in [1] and the study objectives in [2] from RAN4’s perspective.
Proposal 1: RAN4 should be focused working on the three first prioritized cases by following the case prioritization in the WID although it could be changed by RAN or other WGs in the future based on the further study.
Observation 1: For data collection in training/finetuning, the data generation entity can be PRU/UE for case 1, TRP for case 3a, and TRP(input)/LMF(label) for case 3b;
Observation 2: For data collection in inference, the data generation entity is UE for case 1 and TRP for case 3a/3b;
Observation 3: For data collection in monitoring, the data generation entity is dependent on the monitoring metric.
Observation 4: RAN1 can support the collected data signalled from PRU (other UE) to UE deployed with AI model.
Proposal 2: RAN4 shall not define any requirement for data collection for UE-sided model training. 
Observation 5: As a side information for the model output, the time stamp and quality information can be introduced.
Observation 6: TRP supports to signal the model output to LMF in case 3a.
Proposal 3: Before defining the requirement, the feasibility of model inference testing should be clarified for Case 1 at least. In addition, if Case 2a is confirmed to be introduced in RAN1, the feasibility of testing model inference for the case also needs the clarification.
Observation 7: RAN1 considers the model output based, model input based and other (measurement) based monitoring metrics.
Observation 8: RAN1 considers the monitoring entity as UE/TRP/LMF for UE side model, TRP, LMF for TRP side model, LMF for LMF side model.
Proposal 4: At least for UE-sided model, Case 1 and 2a, UE is prioritized as the entity to derive monitoring metric.
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